AIM 2020: Scene Relighting and Illumination Estimation Challenge - Supplementary Material


¹ EPFL, Switzerland
² ETHZ, Switzerland

Abstract. We review the AIM 2020 virtual image relighting and illumination estimation challenge [4], based on the VIDIT data [3]. This supplementary material covers the details of the remaining methods that are not included in the main paper due to limited space.
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1 Track 1 methods

1.1 DeepRelight: Deep Relighting Network (DRN) for Image Light Source Manipulation

The proposed Deep Relighting Network (DRN) shown in Fig. 1 tackles the single image relighting task with three parts. First, it recovers the structure information of the scene. Second, it estimates the lighting effects (especially the shadows) for the target light source. Finally, a renderer combines the results and gives the final estimation. To improve the representation power of the auto-encoders, the down- and up-sampling processes are designed based on the back-projection theory [6, 15]. The manipulation of lighting effects needs to inpaint the shadows of the input and recast shadows following the target lighting. DRN uses the idea of generative adversarial learning [8, 16] that measures the light effects through a shadow-region discriminator. The renderer works through a multi-scale perception, which aggregates the global and local information for high-quality estimations.
1.2 Withdrawn: Enhanced Unsupervised Image-to-Image Translation Networks (EUnit)

The proposed EUnit is based on the structure of Unit [9], as shown in Fig. 2. In order to better perceive illumination information, we modified the dilated residual dense blocks (DRDB) [19] and combined it with Unit [9]. The full architecture consists of two encoders, one for content and another one for guidance, and two decoders. There are three discriminators for supervising the sub-networks while in the training stage. Besides, considering that the input size can affect the extraction of illumination information, multi-scale prediction was adopted for inference.
1.3 Hertz: Fast Deep Multi-scale Hierarchical Network for Single View Image Relighting

The proposed network is based on the DMSHN Model [1]. Here, the architecture consists of 3 levels where each level has a pair of encoder and decoder. The input image is downsampled by a factor of 2 and 4 to create an image pyramid. The model architecture is shown in Fig. 3. We use the Adam optimizer with an initial learning rate of 0.00001. The learning rate was decreased to 0.00005 while we trained our model for 400 epochs. The training is done with 512\times512 resized input images with their corresponding resized target images from the training set. We use a batch size of 2 and no data augmentation. The chosen loss function is a weighted sum of the $\ell_1$ loss, the SSIM loss, the perceptual loss and the TV Loss. During inference, we feed the whole 1024\times1024 image to the model. The proposed method is very lightweight, fast in runtime and efficient (requires less resources and can run on CPU).

![Architecture diagram of Deep Multi-Scale Hierarchical Network.](image)

1.4 Image Lab: Multilevel Attention-Based One-to-One Image Relighting

The proposed attention-based one-to-one image relighting model is shown in Fig. 4. In this architecture, the input image is passed to the coordinate convolutional layer to map the pixels to the Cartesian coordinate space [10]. The output of the coordinate convolution layers is moved to the encoder block. The proposed network is inspired by the multilevel hyper vision net [2] and has
an encoder-decoder structure with supervision layers. The encoder block contains $3 \times 3$ convolution layers with two res2net [5] blocks and downsampling layers as a convolution layer with stride 2. The decoder block contains the same blocks and downsampling layers replaced with subpixel scaling layers [13]. In the skip connection, the encoder features are fed to the convolution block attention [17](CBAM). The output of CBAM is concatenated with encoder features and the upsampled layer output. The decoder block’s output is directly connected to the output layer and supervised by the loss function. Except for the first decoder, previous supervision layers’ outputs are concatenated with the corresponding decoder block features and fed to the next decoder block. In the last decoder, all the decoder features are upsampled and concatenated together. These features are fed to CBAM and supervised by the loss function. The shared AIM 2020 dataset consists of 1200 images, which we randomly split into 70 percent for training and 30 percent for validation. We normalize the training images to the range $[0,1]$. We use the Adam optimizer with a learning rate of 0.001 to 0.00001 and 500 epochs for training the model. The proposed network is trained with the IntelCore i7 processor, GTX 1080 GPU, 8GB RAM, Platform keras.

Fig. 4. The proposed light-weight multi-level supervision model. We show all the details of the architecture for better reproducibility (best viewed zoomed in on screen).

2 Track 2 methods

2.1 debut_kele: Multi-Task Learning-Based Illumination Settings Estimation

Unlike previous attempts, which aim to build two classifiers separately, the solution employs multi-task learning for the task [12], thus predicting the orientation
and temperature at the same time. For the backbone network, the team uses the EfficientNet [14] pre-trained on ImageNet, and fine-tines the parameters during the training phase. For the training, they implement the framework using PyTorch and use the Adam optimizer with an $\ell_2$ penalty multiplied by $10^{-3}$ for the training phase. The learning rate is set to $10^{-4}$ and it is decayed linearly by a factor of 0.99 after each epoch. The team sets the maximum number of epochs to 30, with a patience of 5. The total running time is about 12 hours for the training while the inference can be real-time. Neither data augmentation nor external data are used in this method. A bagging-based ensemble approach is used, and the solution average the 5 folds’ prediction to obtain the final submission.

3 Track 3 methods

3.1 AiRiA.CG: Dual Encoder with Decoder Network

The proposed model consists of two encoders, respectively, a content encoder and guidance encoder, and an enhanced feature fusion decoder. The overall structure is presented in Fig. 5. In order to get illumination information, a single ResNext50-32×4d [18] is chosen as the guidance encoder, and is fine-tuned on the dataset of track 2. The content encoder is the encoder of a UNet [11], which is pre-trained with the dataset of track 1. The information of the two encoders is merged in the shared decoder. The SE attention block [7] is applied to each skip-connection, with the aim of removing redundant content information.
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