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Who are we?

Florian Andrej
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why should control engineers

or even pure control theorists

care about power systems ?

The “simple” control loop

compute

actuate
throttle

sense
speed
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The “simple” control loop

system

control

“Simple” control systems are well understood.

“Complexity” can enter this control loop in many ways:

models, disturbances, constraints, uncertainty, optimality,

. . . all of which are embodied in power systems.
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More recent focus: “complex” distributed decision making

. . .

physical interaction

local subsystems and control

sensing & comm.
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local system

local control

local system

local control

Such distributed systems include large-scale physical systems, engineered
multi-agent systems, & their interconnection in cyber-physical systems.
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Timely applications of distributed systems control
often the centralized perspective is simply not appropriate

Engineered multi-agent systems

Embedded robotic systems and sensor networks for

high-stress, rapid deployment — e.g., disaster recovery networks

distributed environmental monitoring — e.g., portable chemical
and biological sensor arrays detecting toxic pollutants

autonomous sampling for biological applications — e.g.,
monitoring of species in risk, validation of climate and
oceanographic models

science imaging — e.g., multispacecraft distributed interferometers
flying in formation to enable imaging at microarcsecond resolution

Sandia National Labs MBARI AOSN NASA Terrestrial Planet Finder

J. Cortés MAE247 – Spring 2013

robotic networks decision making social networks
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sensor networks

self-organization

Further examples

Transportation networks: users that own part of the network make
local decisions about the flow circulating over a portion of the network

Social networks: social agents and/or groups make decisions based
on local consensus or trends

Man-machine networks: humans make use of remote dynamic
machines while interacting over networks

Pervasive computing Ground traffic networks The Internet “Smart” power grids

J. Cortés MAE247 – Spring 2013

pervasive computing

Further examples

Transportation networks: users that own part of the network make
local decisions about the flow circulating over a portion of the network

Social networks: social agents and/or groups make decisions based
on local consensus or trends

Man-machine networks: humans make use of remote dynamic
machines while interacting over networks

Pervasive computing Ground traffic networks The Internet “Smart” power grids

J. Cortés MAE247 – Spring 2013

traffic networks smart power grids
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what makes power systems
(IMHO) so interesting?



My main application of interest – the power grid

NASA Goddard Space Flight Center

Electric energy is critical for
our technological civilization

Energy supply via power grid

Complexities: nonlinear,
multi-scale, & non-local
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One system with many dynamics & control problems
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Definition and Classification
of Power System Stability
IEEE/CIGRE Joint Task Force on Stability Terms and Definitions

Prabha Kundur (Canada, Convener), John Paserba (USA, Secretary), Venkat Ajjarapu (USA), Göran Andersson
(Switzerland), Anjan Bose (USA) , Claudio Canizares (Canada), Nikos Hatziargyriou (Greece), David Hill

(Australia), Alex Stankovic (USA), Carson Taylor (USA), Thierry Van Cutsem (Belgium), and Vijay Vittal (USA)

Abstract—The problem of defining and classifying power
system stability has been addressed by several previous CIGRE
and IEEE Task Force reports. These earlier efforts, however,
do not completely reflect current industry needs, experiences
and understanding. In particular, the definitions are not precise
and the classifications do not encompass all practical instability
scenarios.

This report developed by a Task Force, set up jointly by the
CIGRE Study Committee 38 and the IEEE Power System Dynamic
Performance Committee, addresses the issue of stability definition
and classification in power systems from a fundamental viewpoint
and closely examines the practical ramifications. The report aims
to define power system stability more precisely, provide a system-
atic basis for its classification, and discuss linkages to related issues
such as power system reliability and security.

Index Terms—Frequency stability, Lyapunov stability, oscilla-
tory stability, power system stability, small-signal stability, terms
and definitions, transient stability, voltage stability.

I. INTRODUCTION

POWER system stabilityhasbeen recognized as an important
problemfor securesystemoperation since the1920s [1], [2].

Many major blackouts caused by power system instability have
illustrated the importance of this phenomenon [3]. Historically,
transient instability has been the dominant stability problem on
most systems, and has been the focus of much of the industry’s
attention concerning system stability. As power systems have
evolved through continuing growth in interconnections, use of
new technologies and controls, and the increased operation in
highly stressed conditions, different forms of system instability
have emerged. For example, voltage stability, frequency stability
and interarea oscillations have become greater concerns than
in the past. This has created a need to review the definition and
classification of power system stability. A clear understanding
of different types of instability and how they are interrelated
is essential for the satisfactory design and operation of power
systems. As well, consistent use of terminology is required
for developing system design and operating criteria, standard
analytical tools, and study procedures.

The problem of defining and classifying power system sta-
bility is an old one, and there have been several previous reports

Manuscript received July 8, 2003.
Digital Object Identifier 10.1109/TPWRS.2004.825981

on the subject by CIGRE and IEEE Task Forces [4]–[7]. These,
however, do not completely reflect current industry needs, ex-
periences, and understanding. In particular, definitions are not
precise and the classifications do not encompass all practical in-
stability scenarios.

This report is the result of long deliberations of the Task Force
set up jointly by the CIGRE Study Committee 38 and the IEEE
Power System Dynamic Performance Committee. Our objec-
tives are to:

• Define power system stability more precisely, inclusive of
all forms.

• Provide a systematic basis for classifying power system
stability, identifying and defining different categories, and
providing a broad picture of the phenomena.

• Discuss linkages to related issues such as power system
reliability and security.

Power system stability is similar to the stability of any
dynamic system, and has fundamental mathematical under-
pinnings. Precise definitions of stability can be found in the
literature dealing with the rigorous mathematical theory of
stability of dynamic systems. Our intent here is to provide a
physically motivated definition of power system stability which
in broad terms conforms to precise mathematical definitions.

The report is organized as follows. In Section II the def-
inition of Power System Stability is provided. A detailed
discussion and elaboration of the definition are presented.
The conformance of this definition with the system theoretic
definitions is established. Section III provides a detailed classi-
fication of power system stability. In Section IV of the report the
relationship between the concepts of power system reliability,
security, and stability is discussed. A description of how these
terms have been defined and used in practice is also provided.
Finally, in Section V definitions and concepts of stability from
mathematics and control theory are reviewed to provide back-
ground information concerning stability of dynamic systems in
general and to establish theoretical connections.

The analytical definitions presented in Section V constitute
a key aspect of the report. They provide the mathematical un-
derpinnings and bases for the definitions provided in the earlier
sections. These details are provided at the end of the report so
that interested readers can examine the finer points and assimi-
late the mathematical rigor.

0885-8950/04$20.00 © 2004 IEEE
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Fig. 1. Classification of power system stability.

- Small-disturbance rotor angle stability problems may
be either local or global in nature. Local problems
involve a small part of the power system, and are usu-
ally associated with rotor angle oscillations of a single
power plant against the rest of the power system. Such
oscillations are called local plant mode oscillations.
Stability (damping) of these oscillations depends on
the strength of the transmission system as seen by the
power plant, generator excitation control systems and
plant output [8].
- Global problems are caused by interactions among
large groups of generators and have widespread effects.
They involve oscillations of a group of generators in one
area swinging against a group of generators in another
area. Such oscillations are called interarea mode oscil-
lations. Their characteristics are very complex and sig-
nificantly differ from those of local plant mode oscilla-
tions. Load characteristics, in particular, have a major
effect on the stability of interarea modes [8].
- The time frame of interest in small-disturbance sta-
bility studies is on the order of 10 to 20 seconds fol-
lowing a disturbance.

• Large-disturbance rotor angle stability or transient sta-
bility, as it is commonly referred to, is concerned with the
ability of the power system to maintain synchronism when
subjected to a severe disturbance, such as a short circuit
on a transmission line. The resulting system response in-
volves large excursions of generator rotor angles and is
influenced by the nonlinear power-angle relationship.

- Transient stability depends on both the initial
operating state of the system and the severity of the dis-
turbance. Instability is usually in the form of aperiodic
angular separation due to insufficient synchronizing
torque, manifesting as first swing instability. However,
in large power systems, transient instability may not
always occur as first swing instability associated with

a single mode; it could be a result of superposition of
a slow interarea swing mode and a local-plant swing
mode causing a large excursion of rotor angle beyond
the first swing [8]. It could also be a result of nonlinear
effects affecting a single mode causing instability
beyond the first swing.
- The time frame of interest in transient stability studies
is usually 3 to 5 seconds following the disturbance. It
may extend to 10–20 seconds for very large systems
with dominant inter-area swings.

As identified in Fig. 1, small-disturbance rotor angle stability
as well as transient stability are categorized as short term
phenomena.

The term dynamic stability also appears in the literature as
a class of rotor angle stability. However, it has been used to
denote different phenomena by different authors. In the North
American literature, it has been used mostly to denote small-dis-
turbance stability in the presence of automatic controls (partic-
ularly, the generation excitation controls) as distinct from the
classical “steady-state stability” with no generator controls [7],
[8]. In the European literature, it has been used to denote tran-
sient stability. Since much confusion has resulted from the use
of the term dynamic stability, we recommend against its usage,
as did the previous IEEE and CIGRE Task Forces [6], [7].

B.2 Voltage Stability:

Voltage stability refers to the ability of a power system to main-
tain steady voltages at all buses in the system after being sub-
jected to a disturbance from a given initial operating condition.
It depends on the ability to maintain/restore equilibrium be-
tween load demand and load supply from the power system. In-
stability that may result occurs in the form of a progressive fall
or rise of voltages of some buses. A possible outcome of voltage
instability is loss of load in an area, or tripping of transmis-
sion lines and other elements by their protective systems leading

Authorized licensed use limited to: Univ of California-Santa Barbara. Downloaded on June 11, 2009 at 01:09 from IEEE Xplore.  Restrictions apply.

7 / 18

Many aspects: spatial/temporal scales, cause & effect, . . .
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(Conventional) operation of electric power networks

Top-to-bottom operation:

purpose of electric power grid:

generate/transmit/distribute

operation: hierarchical &
based on bulk generation

things are changing . . .
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A few (of many) game changers

synchronous generator

⇒ power electronics

scaling

distributed generation

transmission!

distribution!

generation!

transmission!

distribution!

generation!

other paradigm shifts

Power systems are changing . . .

1 / 14

I Storage installations
I Plug-in EVs
I Increasing share of renewables
I Grid code changes
I Smart building control
I Market mechanism changes
I . . .
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A little bit of drama: examples close to home

Networked control for a smart power distribution grid Saverio Bolognani
New challenges in the power distribution grid

New challenges
I Distributed microgenerators (conventional and renewable sources)
I Electric mobility (large flexible demand, spatio-temporal patterns).

41GW
75%

Germany
17 August 2014 wind

solar
hydro

biomass

Distribution grid

solar

wind

hydro + biomass

Installed renewable generation
Germany 2013

24 GW

15 GW

Transmission grid

6 GW

2015 2020

200k

400k

600k

800k

PHEV

BEV

Switzerland
VISION 2020

Electricity
consumption

Buildings
40.9%

Industry
31.3%

Transportation
27.8%

Energy consumption
by sector
(2010)

73.9%

25.9%

Primary fuel
consumption

Electric Vehicle
Fast charging

120KW
Tesla
supercharger

4KW
Domestic

consumer
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Paradigm shifts & new scenarios . . . in a nutshell

1 2 8 9 4

1 controllable fossil fuel sources

2 centralized bulk generation

3 synchronous generators

4 generation follows load

5 monopolistic energy markets

6 centralized top-to-bottom control

7 human in the loop & heuristics

⇒ stochastic renewable sources

⇒ distributed low-voltage generation

⇒ low/no inertia power electronics

⇒ controllable load follows generation

⇒ deregulated energy markets

⇒ distributed non-hierarchical control

⇒ “smart” real-time decision making
12 / 18

Challenges & opportunities in tomorrow’s power grid

www.offthegridnews.com

/perational challenges

I more uncertainty & less inertia

I more volatile & faster fluctuations

I deregulation & decentralization

,pportunities

I re-instrumentation: comm & sensors
and actuators throughout grid

I elasticity in storage & demand

I advances in understanding & control of
cyber-physical & complex systems

13 / 18



Some profound insights by the giants in the field

trade-offs & hard
limits in control

[J. Doyle, UCSB ’12]

wasteful 

fragile 

robust 

efficient 

At best we 
get one 

Current 
Technology? 

a third challenge
in power systems

[G. Andersson, LANL ’14]

1880 – 1920: To make it work

1920 – 1990: To make it big

1990 - : To make it sustainable

The Third Challenge of Electric Power Engineering 
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We should keep John’s and Göran’s trade-offs in mind

efficient 

robust 

simple 

sustainable fragile 

wasteful 

complex 
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The envisioned power grid
complex, cyber-physical, & “smart”

⇒ smart grid keywords

⇒ interdisciplinary:

power, control, comm,
optim, econ, physics,

. . . industry, & society

⇒ research themes:

trade-offs in robustness,
complexity, & efficiency

control

monitoring

optimization

complex

multi-scale

nonlinear

distributed

comp & comm

decentralized

physics 
& 

dynamics

operation
&

control

smart
&

cyber-physical

smart grid

“[It remains] to put some serious science

into the idea.” — [David Hill, PESGM ’12]
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Power Systems Control — from Circuits to Economics

         
 
 
 
 

Program DISC Winter Course on 
Power Systems Control – from Circuits to Economics 

 
University of Groningen, Vonckenzaal, Nijenborgh 4 

February 17-19, 2016 
 
Wednesday, February 17, 2016  
10.00 –  11.00 Registration 
11.00 –  11.30 Florian Dörfler   General introduction                         
11.30 –  12.30 Florian Dörfler   Power System Modeling   
12.30 –  14.00 Lunch 
14.00 –  15.00 Florian Dörfler    Power System Stability Control I  
15.00 –  15.15 Break 
15.15 –  16.00 Florian Dörfler   Power System Stability Control I 
16.00 – 17.30 Exercises     
 
Thurday, February 18, 2016   
09.00 –  10.15 Florian Dörfler   Power System Stability Control II   
10.15 –  10.30 Break     
10.30 –  11.30 Florian Dörfler   Power System Stability Control II 
11.30 –  12.30 Exercises   
12.30 –  14.00 Lunch 
14.00 –  15.00 Andrej Jokic    Power System Economics I 
15.00 – 15.15 Break 
16.00 – 17.00    Exercises 
19.00  Dinner 
 
Friday, February 19, 2016   
09.00 –  10.15 Andrej Jokic   Power System Economics II  
10.15 –  10.30 Break     
10.30 –  11.30 Andrej Jokic   Power System Economics II 
11.30 –  12.30 Exercises   
12.30 –  13.30 Lunch 
13.30 –  14.30 Discussion of future research topics     
14.30  Drinks and closing  
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A preview — to be resolved on the last day
The future will hold a new (and very dominant) stability issue

?
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let’s start off with a quiz:

what is your background?

why are you interested in power?

what are your expectations?



Power System
Stability & Control

Florian Dörfler Andrej Jokić

Power system stability & control: have to choose based on

what Andrej needs

what I actually know well

what is interesting from a
network perspective rather
than from device perspective

what is relevant for future
(smart) power grids with high
renewable penetration

what gives rise to fun
distributed control problems

what you are interested in

2 / 184

Tentative outline

Brief Introduction

Power Network Modeling

Feasibility, Security, & Stability

Power System Control Hierarchy

Power System Oscillations

Conclusions

my particular focus is on networks

3 / 184

Disclaimers

start off with “boring” modeling before more “sexy” topics

start off with basic material & before “cutting edge” work

focus on simple models and physical & math intuition

⇒ cover fundamentals, convey intuition, & give references for the details

Please . . .

I ask me for further reading about any topic,

I and interrupt & correct me anytime.

3 / 184



Many references available . . . my personal look-up list
. . . to be complemented by references throughout the lecture

4 / 184

We will also use the blackboard . . .

… so take notes

5 / 184

. . . respectively, we will outsource

the blackboard to the exercises

Outline

Brief Introduction

Power Network Modeling
Circuit Modeling: Network, Loads, & Devices
Kron Reduction of Circuits
Power Flow Formulations & Approximations
Dynamic Network Component Models

Feasibility, Security, & Stability

Power System Control Hierarchy

Power System Oscillations

Conclusions

5 / 184



You will learn to appreciate the following words of wisdom

“Power system research is all about the art

of making the right assumptions.”

— [Maria Ilic, Lund LCCC Seminar ’14]

6 / 184

Circuit Modeling: Network,
Loads, & Devices

Signal space in three-phase AC circuits

three phase & AC

[
xa(t)
xb(t)
xc(t)

]
=

[
xa(t + T )
xb(t + T )
xc(t + T )

]

periodic with 0 average

1
T

∫ T
0 xi (t)dt = 0

2. PRELIMINARIES IN CONTROL THEORY AND POWER SYSTEMS
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symmetric signal with signals oscillating at
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Figure 2.1: Symmetric and asymmetric AC three-phase signals. The lines correspond to

xa ’—’, xb ’- -’, xc ’· · · ’.
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[
sin(δ0 + ω∗t)

sin(δ0 + ω∗t − 2π
3 )

sin(δ0 + ω∗t + 2π
3 )

]

const. freq & amp:

⇒ phasor Ae i(δ0+ω∗t)
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Park or dq0-transformation

T (θ) =

√
2

3




cos(θ) cos(θ − 2π
3 ) cos(θ + 2π

3 )
sin(θ) sin(θ − 2π

3 ) sin(θ + 2π
3 )√

2/2
√

2/2
√

2/2




• is unitary T (θ)−1 = T (θ)T & maps balanced abc-signal to

xdq0 =



xd(t)
xq(t)
x0(t)


 = T (θ)xabc(t) =

√
3

2
A(t)




sin(δ(t)− θ)
cos(δ(t)− θ)

0




• T (ω∗t) maps a synchronous signal xa(t) = A sin(δ0 + ω∗t) to

xdq0 =



xd(t)
xq(t)
x0(t)


 = T (ω∗t)xabc(t) =

√
3

2
A




sin(δ0)
cos(δ0)

0




• another rotation matrix reduces the signal to q-coordinate
√

3/2 · A
8 / 184



Long story short . . .

We will work with single-phase phasor signals x(t) = Ae i(δ0+ω∗t)

representing the q-phase of a balanced, synchronous, 3-phase AC circuit.

Everything can be extended . . . see, e.g., this control-theoretic tutorial:

Modeling of microgrids—from fundamental physics to

phasors and voltage sources

Johannes Schi↵era,⇤, Daniele Zonettib, Romeo Ortegab, Aleksandar Stankovićc, Tevfik Sezid, Jörg Raischa,e

aTechnische Universität Berlin, Einsteinufer 11, 10587 Berlin, Germany
bLaboratoire des Signaux et Systémes, École Supérieure d0Electricité (SUPELEC), Gif-sur-Yvette 91192, France

cTufts University, Medford, MA 02155, USA
dSiemens AG, Smart Grid Division, Energy Automation, Humboldtstr. 59, 90459 Nuremberg, Germany

eMax-Planck-Institut für Dynamik komplexer technischer Systeme, Sandtorstr. 1, 39106 Magdeburg, Germany

Abstract

Microgrids are an increasingly popular class of electrical systems that facilitate the integration of renewable distributed
generation units. Their analysis and controller design requires the development of advanced (typically model-based)
techniques naturally posing an interesting challenge to the control community. Although there are widely accepted
reduced order models to describe the dynamic behavior of microgrids, they are typically presented without details about
the reduction procedure—hampering the understanding of the physical phenomena behind them. The present paper aims
to provide a complete modular model derivation of a three-phase inverter-based microgrid. Starting from fundamental
physics, we present detailed dynamical models of the main microgrid components and clearly state the underlying
assumptions which lead to the standard reduced model representation with inverters represented as controllable voltage
sources, as well as static network interconnections and loads.

Keywords: Microgrid modeling, microgrid analysis, smart grid applications, inverters

1. Introduction

1.1. Motivation

It is a widely accepted fact that fossil-fueled thermal
power generation highly contributes to greenhouse gas emis-
sions [63, 95]. In addition, a growing stream of scientific
results [47, 42, 90] substantiates claims that greenhouse gas
emissions are a key driver for climate change and global
warming. As a consequence, many countries have agreed
to reduce their greenhouse gas emissions.

Apart from a reduction of energy consumption, e.g.,
through an increase in e�ciency, one possibility to reduce
greenhouse gas emissions is to shift the energy production
from fossil-fueled plants towards renewable sources [95].
Therefore, the worldwide use of renewable energies has
increased significantly in recent years [92, 95].

Unlike fossil-fueled thermal power plants, most renew-
able power plants are relatively small in terms of their gen-
eration power. An important consequence of this smaller
size is that most renewable power plants are connected

⇤Corresponding author J. Schi↵er. Tel. +49-30-314-23573. Fax
+49-30-314-21137.

Email addresses: schiffer@control.tu-berlin.de (Johannes
Schi↵er), zonetti@lss.supelec.fr (Daniele Zonetti),
ortega@lss.supelec.fr (Romeo Ortega), astankov@ece.tufts.edu
(Aleksandar Stanković), tevfik.sezi@arcor.de (Tevfik Sezi),
raisch@control.tu-berlin.de (Jörg Raisch)

to the low voltage (LV) and medium voltage (MV) lev-
els. Such generation units are commonly denoted as dis-
tributed generation (DG) units [1]. In addition, most re-
newable DG units are interfaced to the network via AC
inverters. The physical characteristics of such power elec-
tronic devices largely di↵er from the characteristics of syn-
chronous generators (SGs), which are the standard gener-
ating units in existing power systems. Hence, di↵erent
control and operation strategies are needed in networks
with a large amount of renewable DG units [37, 95].

1.2. The microgrid concept

One potential solution to facilitate the integration of
large shares of renewable DG units are microgrids [57, 43,
37, 51]. A microgrid gathers a combination of generation
units, loads and energy storage elements at distribution or
sub-transmission level into a locally controllable system,
which can be operated either in grid-connected mode or in
islanded mode, i.e., in a completely isolated manner from
the main transmission system. The microgrid concept has
been identified as a key component in future electrical net-
works [30, 58].

Many new control problems arise for this type of net-
works. Their satisfactory solution requires the develop-
ment of advanced model-based controller design techniques
that often go beyond the classical linearization-based nested-
loop proportional-integral (PI) schemes. This situation

Preprint submitted to Elsevier May 4, 2015
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AC circuits in power networks

power network modeled by linear

RLC circuit, e.g., Π-model for

transmission lines (mainly inductive)

distribution lines (resistive/inductive)

cables (capacitive effects)

we will work in single-phase

quasi-stationary modeling: harmonic

waveforms at nominal frequency ω∗

phasor signals: vk(t) ≈ Eke
i(θk+ω∗t)

steady-state circuit: d
dt Lk` ≈ iω∗Lk`

k ℓ
Rkℓ + i ω∗Lkℓ

Eℓe
i(θℓ+ω∗t)

k ℓ

vk(t) vℓ(t)

LkℓRkℓ

Ekei(θk+ω∗t)

Note: quasi-stationarity assumption can be justified via singular perturbations
& modeling can be improved using dynamic phasors [A. Stankovic & T. Aydin ’00].
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AC circuits – graph-theoretic modeling

1 a circuit is a connected & undirected graph G = (V, E)

V = {1, . . . , n} are the nodes or buses

◦ buses are partitioned as V = {sources} ∪ {loads}
◦ the ground is sometimes explicitly modeled as node 0 or n + 1

E ⊆
{
{i , j} : i , j ∈ V

}
= V × V are the undirected edges or branches

◦ edges between distinct nodes {i , j} are called lines

◦ edges {i , 0} connecting node i to ground are called shunts

8

8

8

8

8

1 2

3
0 V = {1, 2, 3}

E =
{
{1, 2}, {1, 3}, {2, 3}, {3, 3}

}
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AC circuits – the network admittance matrix

2 Y = [Yij ] ∈ Cn×n is the network admittance matrix with elements

Yij =

{ − 1
Zij

for off-diagonal elements i 6= j

1
Zi,shunt

+
∑

j 6=i
1
Zij

for diagonal elements i = j

◦ impedance = resistance + i · reactance: Zij = Rij + i · Xij

◦ admittance = conductance + i · susceptance: 1
Zij

= Gij + i · Bij

8

8

8

8

8

1 2

3
0

Y =




1
Z12

+ 1
Z13

− 1
Z12

− 1
Z13

− 1
Z12

1
Z12

+ 1
Z23

− 1
Z23

− 1
Z13

− 1
Z23

1
Z13

+ 1
Z23




︸ ︷︷ ︸
network Laplacian matrix

+




0
0

1
Z3,shunt




︸ ︷︷ ︸
diag(shunts)

Note quasi-stationary modeling: Z13 = iω∗L13 with nominal frequencyω∗ 12 / 184



AC circuits – basic variables

3 basic variables: voltages & currents

on nodes: potentials & current injections

on edges: voltages & current flows
Gij + i Bij

i j

4 quasi-stationary AC phasor coordinates for harmonic waveforms:

e.g., complex voltage V = E e i θ denotes v(t) = E cos (θ + ω∗t)

where V ∈ C, E ∈ R≥0, θ ∈ S1, i =
√
−1, and ω∗ is nominal frequency

8

8

8

8

8

Vground

I1 I2

I3

V1 V2

V3
external injections: I1, I2, I3

potentials: V1,V2,V3

reference: Vground = 0V
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AC circuits – fundamental equations

5 Ohm’s law at every branch: Ii→j = 1
Zij

(Vi − Vj)

6 Kirchhoff’s current law for every bus: Ii +
∑

j Ij→i = 0

7 current balance equations (treating the ground as node with 0V):

Ii = −∑j Ij→i =
∑

j
1
Zij

(Vi−Vj) =
∑

j YijVj or I = Y · V

8

8

8

8

8

Vground

I1 I2

I3

V1 V2

V3



I1
I2
I3


 =



Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y32 Y33





V1

V2

V3




Note: all variables are in per unit (p.u.) system, i.e., normalized wrt base voltage 14 / 184

AC circuits – power (see also exercises)

ℜ

ℑ

φ I

V

t

t

v(t)
i(t)

p(t)

average power

voltage phasor: V = |V |e i θV ⇔ v(t) = |V | cos(ω∗t + θV )

current phasor: I = |I |e i θI ⇔ i(t) = |I | cos(ω∗t + θI )

instantaneous power:

p(t) = v(t)·i(t) =
1

2
·|V |·|I |·cos(θV −θI )+

1

2
·|V |·|I |·cos(2ω∗t+θV +θI )

⇒ active power (average): P = 1
T

∫ T
0 v(t)·i(t) dt = 1

2 ·|V |·|I |·cos(φ)

⇒ reactive power (0-avg): Q = 1
T

∫ T
0 v(t)·i(t − T

4 ) dt = 1
2 ·|V |·|I |·sin(φ)
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AC circuits – complex power (see also exercises)

8 active & reactive power in AC circuits:

active (average) power:

P =
1

T

∫ T

0

v(t) · i(t) dt =
1

2
· |V | · |I | · cos(φ)

reactive (0-average) power:

Q =
1

T

∫ T

0

v(t) · i(t − T/4) dt =
1

2
· |V | · |I | · sin(φ)

⇒ normalize phasors: V 7→ 1/
√

2 · |V |e i θV

ℜ

ℑ

φ I

V

⇒ complex power: S = V · I = P + iQ

= active power + i · reactive power

⇒ cos(φ) = P/|S | is power factor

Note: often complex phasors are implicitly normalized Ṽ = 1/
√

2 · Ee i θ
16 / 184



AC circuits – power dissipated by RLC loads
details in exercises

+

-

V

I

R

+

-

V

I

L

+

-

V

I

C

Power dissipation S = V · I = P + iQ (network sign convention):

S =− 1

2
|I |2R

=− 1

2

|V |2
R

=P < 0

S =− 1

2
|I |2 · iωL

=− i
1

2

|V |2
ωL

=Q < 0

S = i
1

2

|I |2
ωC

=
1

2
|V |2 · iωC

=Q > 0
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Static models loads

aggregated ZIP load model:

constant impedance Z +
constant current I +
constant power P Pi + i Qi

Ii

Zi
i

more general exponential load model: power = const. · (V /Vref)
const.

(combinations & variations learned from data)

various dynamic load models for stability studies . . .

“Just use whatever load model fits your

mathematics. You will get it wrong

anyways.” — [Ian Hiskens, lunch @ Zürich ’15]
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Static models for sources

most common static load model is constant active power
demand P and constant reactive power demand Q

conventional synchronous generators are controlled to have
constant active power output P and voltage magnitude E

sources interfaced with power electronics are typically controlled
to have constant active power P and reactive power Q

⇒ common bus device models

1 PQ buses have complex power S = P + iQ specified

2 PV buses have active power P and voltage magnitude E specified

3 slack buses have E and θ specified (not really existent)
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Kron Reduction of Circuits



Kron reduction [G. Kron 1939]

often (almost always) you will encounter Kron-reduced network models

8 30 8

8 81
2

3
Z12 Z23 Z12 + Z23

1 3=
General procedure:

0 convert const. power injections locally to shunt impedances Z = S/V 2
ref

1 partition linear current-balance equations via boundary & interior nodes

(arises naturally, e.g., sources & loads, measurement terminals, etc.)

[
Iboundary

Iinterior

]
=

[
Yboundary Ybound-int

Y T
bound-int Yinterior

][
Vboundary

Vinterior

]

8

8

8

30 30

30

8

30 30

30

30 30

1

1

1

111

1
11

1
1

1

1
1

1

11

1

1

1

1

1

1

1 1 -1

-1-11
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Kron reduction cont’d
on blackboard
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Kron reduction cont’d

2 Gaussian elimination of interior voltages

8

8

8

30 30

30

8

30 30

30

30 30

1

1

1

111

1
11

1
1

1

1
1

1

11

1

1

1

1

1

1

1 1 -1

-1-11

original circuit

I = Y · V

8

8

8

8

0.39 0.08 1.92

0.15

0.98

0.11 0.05

1.73

0.21

0.06

0.97 -0.66

0.72 -1

“equivalent” reduced circuit

Ired = Yred · Vboundary

⇒ reduced Y -matrix: Yred = Yboundary − Ybound-int · Yinterior
−1 · Y T

bound-int

⇒ reduced injections: Ired = Iboundary − Ybound-int · Yinterior
−1 · Iinterior
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Examples of Kron reduction
algebraic properties are preserved but the network changes significantly

Star-∆ transformation [A. E. Kennelly 1899, A. Rosen ’24]

8

8

8

30

1.0 1.0

1.0

8

8
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Kron reduction of load buses in IEEE 39 New England power grid
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Fig. 9. The New England test system [10], [11]. The system includes
10 synchronous generators and 39 buses. Most of the buses have constant
active and reactive power loads. Coupled swing dynamics of 10 generators
are studied in the case that a line-to-ground fault occurs at point F near bus
16.

test system can be represented by

δ̇i = ωi,
Hi

πfs
ω̇i = −Diωi + Pmi − GiiE

2
i −

10∑

j=1,j !=i

EiEj ·

· {Gij cos(δi − δj) + Bij sin(δi − δj)},





(11)

where i = 2, . . . , 10. δi is the rotor angle of generator i with
respect to bus 1, and ωi the rotor speed deviation of generator
i relative to system angular frequency (2πfs = 2π × 60Hz).
δ1 is constant for the above assumption. The parameters
fs, Hi, Pmi, Di, Ei, Gii, Gij , and Bij are in per unit
system except for Hi and Di in second, and for fs in Helz.
The mechanical input power Pmi to generator i and the
magnitude Ei of internal voltage in generator i are assumed
to be constant for transient stability studies [1], [2]. Hi is
the inertia constant of generator i, Di its damping coefficient,
and they are constant. Gii is the internal conductance, and
Gij + jBij the transfer impedance between generators i
and j; They are the parameters which change with network
topology changes. Note that electrical loads in the test system
are modeled as passive impedance [11].

B. Numerical Experiment

Coupled swing dynamics of 10 generators in the
test system are simulated. Ei and the initial condition
(δi(0), ωi(0) = 0) for generator i are fixed through power
flow calculation. Hi is fixed at the original values in [11].
Pmi and constant power loads are assumed to be 50% at their
ratings [22]. The damping Di is 0.005 s for all generators.
Gii, Gij , and Bij are also based on the original line data
in [11] and the power flow calculation. It is assumed that
the test system is in a steady operating condition at t = 0 s,
that a line-to-ground fault occurs at point F near bus 16 at
t = 1 s−20/(60Hz), and that line 16–17 trips at t = 1 s. The
fault duration is 20 cycles of a 60-Hz sine wave. The fault
is simulated by adding a small impedance (10−7j) between
bus 16 and ground. Fig. 10 shows coupled swings of rotor
angle δi in the test system. The figure indicates that all rotor
angles start to grow coherently at about 8 s. The coherent
growing is global instability.

C. Remarks

It was confirmed that the system (11) in the New Eng-
land test system shows global instability. A few comments
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Fig. 10. Coupled swing of phase angle δi in New England test system.
The fault duration is 20 cycles of a 60-Hz sine wave. The result is obtained
by numerical integration of eqs. (11).

are provided to discuss whether the instability in Fig. 10
occurs in the corresponding real power system. First, the
classical model with constant voltage behind impedance is
used for first swing criterion of transient stability [1]. This is
because second and multi swings may be affected by voltage
fluctuations, damping effects, controllers such as AVR, PSS,
and governor. Second, the fault durations, which we fixed at
20 cycles, are normally less than 10 cycles. Last, the load
condition used above is different from the original one in
[11]. We cannot hence argue that global instability occurs in
the real system. Analysis, however, does show a possibility
of global instability in real power systems.

IV. TOWARDS A CONTROL FOR GLOBAL SWING

INSTABILITY

Global instability is related to the undesirable phenomenon
that should be avoided by control. We introduce a key
mechanism for the control problem and discuss control
strategies for preventing or avoiding the instability.

A. Internal Resonance as Another Mechanism

Inspired by [12], we here describe the global instability
with dynamical systems theory close to internal resonance
[23], [24]. Consider collective dynamics in the system (5).
For the system (5) with small parameters pm and b, the set
{(δ, ω) ∈ S1 × R | ω = 0} of states in the phase plane is
called resonant surface [23], and its neighborhood resonant
band. The phase plane is decomposed into the two parts:
resonant band and high-energy zone outside of it. Here the
initial conditions of local and mode disturbances in Sec. II
indeed exist inside the resonant band. The collective motion
before the onset of coherent growing is trapped near the
resonant band. On the other hand, after the coherent growing,
it escapes from the resonant band as shown in Figs. 3(b),
4(b), 5, and 8(b) and (c). The trapped motion is almost
integrable and is regarded as a captured state in resonance
[23]. At a moment, the integrable motion may be interrupted
by small kicks that happen during the resonant band. That is,
the so-called release from resonance [23] happens, and the
collective motion crosses the homoclinic orbit in Figs. 3(b),
4(b), 5, and 8(b) and (c), and hence it goes away from
the resonant band. It is therefore said that global instability

!"#$%&'''%()(*%(+,-.,*%/012-3*%)0-4%5677*%899: !"#$%&'

(')$
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⇒ topology without weights is meaningless!

⇒ shunt resistances (loads) are mapped to line conductances

⇒ many properties still open [FD & F. Bullo ’13, S. Caliskan & P. Tabuada ’14]
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Kron reduction – so simple yet still full of mysteries

The Behavior of Linear Time Invariant RLC Circuits

Erik I. Verriest and Jan C. Willems

Abstract— It is shown that just as we did for a purely resistive
network [10], that circuit analysis is very simple if the elements
are described not by potentials across and currents through
the elements, but rather by the potentials at the nodes and
the external currents into the nodes. For simple R, C or L
components this gives a description with a 2×2 matrix, which
is more complex than the scalar constitutive laws governing the
potential across and current through. However this description
has an advantage in performing the analysis of more compli-
cated circuits. These are built up from simple operations like
joining two nodes, splicing at nodes, and minimalization.

I. INTRODUCTION: TERMINAL BEHAVIOR

We view an electrical circuit as a device that interacts with

its environment through a finite number of wires (henceforth

are compatible with the internal structure of the circuit and

component values forms a subset B ⊆ (R|T|×|T|)R, called the

terminal behavior of the circuit. (P, I) ∈ B means that the

circuit allows the vector functions (P, I) of terminal variables,

while (P, I) /∈ B means that the circuit forbids the vector

(P, I) of terminal variable functions [7], [8]. In this paper,

we study which subsets B ⊆ (R|T|×|T|)R can occur as the

terminal potential/current behavior of an interconnection of

a finite set of linear nonnegative resistors, inductors and

capacitors. The paper is organized as follows: In Section

II, the purely resistive network is revisited, and the full

characterization we obtained for the behavioral description

are stated. The main goal is to extend these to time-invariant
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1. Introduction

In this paper, we consider the characterization and partial

synthesis of the behavior of linear resistive circuits at given

terminals. The paper is heavily inspired by recent work of Willems

and Verriest [1]. In fact, many of the results obtained in Section 3

on external characterization of linear resistive circuits have an

analogue in [1]. On the other hand, our approach is somewhat

as originally formulated in [4], and very close to the problem of

‘achievable Dirac structures’ addressed in [5]; see also [6]. Indeed,

the necessary and sufficient conditions for achieving a certain be-

havior as obtained in [7], see also [8], simplify to necessary condi-

tions in this case. Another necessary condition, which completes

the set of necessary conditions to necessary and sufficient condi-

tions, follows from the positivity requirement on resistances.

In applications, resistive circuits with terminals usually appear
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Power Flow Formulations
& Approximations

Power balance eqn’s: “power injection = Σ power flows”

1 complex form: Si = Vi I i =
∑

j ViY ijV j or S = diag(V )YV

⇒ purely quadratic and useful for static calculations & optimization

2 rectangular form: insert V = e + if and split real & imaginary parts:

active power: Pi =
∑

j Bij(ei fj − fiej) + Gij(eiej + fi fj)

reactive power: Qi = −∑j Bij(eiej + fi fj) + Gij(ei fj − fiej)

⇒ purely quadratic and useful for homotopy methods & QCQPs

⇒ main complexity is quadratic nonlinearity ViV j =
[
e if

]
·
[
e −if

]T
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Power balance eqn’s – cont’d

3 matrix form: define unit-rank p.s.d. Hermitian matrix W = V · V T

with components Wij = ViV j , then power flow is Si =
∑

j Y ijWij

⇒ linear and useful for relaxations in convex optimization problems

Convex Relaxation of Optimal Power Flow—Part I:
Formulations and Equivalence

Steven H. Low, Fellow, IEEE

Abstract—This tutorial summarizes recentadvances in theconvex
relaxation of the optimal power flow (OPF) problem, focusing on
structural properties rather than algorithms. Part I presents two
power flow models, formulates OPF and their relaxations in each
model, and proves equivalence relationships among them. Part II
presents sufficientconditionsunderwhich theconvexrelaxationsare
exact.

Index Terms—Convex relaxation, optimal power flow, power
systems, quadratically constrained quadratic program (QCQP),
second-order cone program (SOCP), semidefinite program
(SDP), semidefinite relaxation.

I. INTRODUCTION

F OR our purposes, an optimal power flow (OPF) problem is
a mathematical program that seeks to minimize a certain

function, such as total power loss, generation cost or user
disutility, subject to the Kirchhoff’s laws, as well as capacity,
stability, and security constraints. OPF is fundamental in power
system operations as it underlies many applications such as
economic dispatch, unit commitment, state estimation, stability
and reliability assessment, volt/var control, demand response, etc.
There has been a great deal of research onOPF since Carpentier’s
first formulation in 1962 [2]. An early solution appears in [3] and
extensive surveys can be found in, e.g., [4]–[15].

Power flow equations are quadratic and hence OPF can be
formulated as a quadratically constrained quadratic program
(QCQP). It is generally nonconvex and hence NP-hard. A large
number of optimization algorithms and relaxations have been
proposed. A popular approximation is a linear program, called
DC OPF, obtained through the linearization of the power flow
equations, e.g., [16]–[20]. See also [21] for amore accurate linear
approximation. To the best of our knowledge, solving OPF
through semidefinite relaxation is first proposed in [22] as a
second-order cone program (SOCP) for radial (tree) networks
and in [23] as a semidefinite program (SDP) for general networks
in a bus injection model. It is first proposed in [51], [57] as an

SOCP for radial networks in the branch flow model of [45]. See
Remark 6 below formore details.While these convex relaxations
have been illustrated numerically in [22] and [23], whether or
when they will turn out to be exact is first studied in [24].
Exploiting graph sparsity to simplify the SDP relaxation of OPF
is first proposed in [25] and [26] and analyzed in [27] and [28].

Convex relaxation of quadratic programs has been applied to
many engineering problems; see, e.g., [29]. There is a rich theory
and extensive empirical experiences. Compared with other
approaches, solving OPF through convex relaxation offers
several advantages. First, while DC OPF is useful in a wide
variety of applications, it is not applicable in other applications;
see Remark 10. Second, a solution of DC OPF may not be
feasible (may not satisfy the nonlinear power flow equations). In
this case, an operator may tighten some constraints in DC OPF
and solve again. This may not only reduce efficiency but also
relies on heuristics that are hard to scale to larger systems or faster
control in the future. Third, when they converge, most nonlinear
algorithms compute a local optimal usually without assurance on
the quality of the solution. In contrast, a convex relaxation
provides for the first time the ability to check whether a solution
is globally optimal. If it is not, the solution provides a lower
bound on the minimum cost and hence a bound on how far any
feasible solution is from optimality. Unlike approximations, if a
relaxed problem is infeasible, it is a certificate that the original
OPF is infeasible.

This two-part tutorial explains the main theoretical results on
semidefinite relaxations of OPF developed in the last few years.
Part I presents two power flowmodels that are useful in different
situations, formulates OPF and its convex relaxations in each
model, and clarifies their relationship. Part II [30] presents
sufficient conditions that guarantee the relaxations are exact,
i.e., when one can recover a globally optimal solution of OPF
from an optimal solution of its relaxations. We focus on basic
results using the simplest OPF formulation and does not cover
many relevant works in the literature, such as stochastic OPF,
e.g., [31]–[33]; distributed OPF, e.g., [34]–[39]; new applica-
tions, e.g., [40], [41]; or what to do when relaxation fails, e.g.,
[42]–[44], to name just a few.

A. Outline of Paper

Many mathematical models have been used to model power
networks. In Part I of this two-part paper, we present two such
models, we call the bus injection model (BIM) and the branch
flow model (BFM). Each model consists of a set of power flow
equations. Each models a power network in that the solutions of
each set of equations, called the power flow solutions, describe
the steady state of the network. We prove that these two models

Manuscript received September 23, 2013; revised February 5, 2014;
February 19, 2014; accepted February 28, 2014. Date of publication March 5,
2014; date of current version April 9, 2014. This work was supported in part by
NSF under Grant NetSE CNS 0911041, in part by ARPA-E under Grant GENI
DE-AR0000226, in part by the National Science Council of Taiwan under Grant
NSC 103-3113-P-008-001, in part by Southern California Edison, in part by the
LosAlamosNational Lab, and in part byCaltech’s Resnick Institute.A preliminary
and abridged version has appeared in [S. H. Low, “Convex relaxation of optimal
powerflow:Atutorial,” inProc. IREPSymp.BulkPowerSyst.Dyn.Control (IREP),
Rethymnon,Greece,Aug.2013.].RecommendedbyAssociateEditorM.Chertkov.

The author is with Engineering andApplied Science (EAS), California Institute
of Technology (Caltech), Pasadena, CA 91125 USA (e-mail: slow@caltech.edu).
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Power balance eqn’s – cont’d

4 branch flow eqn’s parameterized in flow variables [M. Baran & F. Wu ’89]:

Ohm’s law: Vi − Vj = Zij Ii→j

branch power flow i → j : Si→j = Vi · Ii→j

power balance at node i :∑

k: i→k

Si→k + Yi,shunt|Vi |2

︸ ︷︷ ︸
outgoing flows

= Si +
∑

j : j→i

(
Sj→i − Zij |Ii→j |2

)

︸ ︷︷ ︸
incoming flows

DistFlow formulation in terms of square
magnitude variables |Vi |2 and |Ii→j |2
(missing angle variables ∠Vi and ∠Ii→j can
sometimes be recovered, e.g., in acyclic case)

lossless approximation can be solved exactly in
acyclic networks (useful for distribution networks)

[M. Baran & F. Wu ’89, M. Farivar, L. Chen, & S. Low ’13]
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Branch Flow Model: Relaxations
and Convexification—Part I

Masoud Farivar and Steven H. Low, Fellow, IEEE

Abstract—We propose a branch flow model for the analysis and
optimization of mesh as well as radial networks. The model leads
to a new approach to solving optimal power flow (OPF) that con-
sists of two relaxation steps. The fir st step eliminates the voltage
and cur rent angles and the second step approximates the resulting
problem by a conic program that can be solved efficiently. For ra-
dial networks, we prove that both relaxation steps are always exact,
provided there are no upper bounds on loads. For mesh networks,
the conic relaxation is always exact but the angle relaxation may
not be exact, and we provide a simple way to determine if a re-
laxed solution is globally optimal. We propose convexification of
mesh networks using phase shifter s so that OPF for the convexified
network can always be solved efficiently for an optimal solution.
We prove that convexification requires phase shifter s only outside
a spanning tree of the network and their placement depends only
on network topology, not on power flows, generation, loads, or op-
erating constraints. Par t I introduces our branch flow model, ex-
plains the two relaxation steps, and proves the conditions for exact
relaxation. Par t II descr ibes convexification of mesh networks, and
presents simulation results.
Index Terms—Convex relaxation, load flow control, optimal

power flow, phase control, power system management.

I. INTRODUCTION

A. Motivation

T HE bus injection model is the standard model for power
flow analysis and optimization. It focuses on nodal variX

ables such as voltages, current and power injections and does
not directly deal with power flows on individual branches. InX
stead of nodal variables, the branch flow model focuses on curX
rents and powers on the branches. It has been used mainly for
modeling distribution circuits which tend to be radial, but has
received far less attention. In this paper, we advocate the use
of branch flow model for both radial and mesh networks, and
demonstrate how it can be used for optimizing the design and
operation of power systems.
One of the motivations for our work is the optimal power flow

(OPF) problem. OPF seeks to optimize a certain objective funcX
tion, such as power loss, generation cost and/or user utilities,

Manuscript received May 11, 2012; revised July 22, 2012, November 18,
2012, January 04, 2013, and March 01, 2013; accepted March 03, 2013. Date
of publication April 23, 2013; date of current version July 18, 2013. This work
was supported by NSF through NetSE grant CNS 0911041, DoE’s ARPAXE
through grant DEXAR0000226, the National Science Council of Taiwan (R. O.
C.) through grant NSC 101X3113XPX008X001, SCE, the Resnick Institute of CalX
tech, Cisco, and the Okawa Foundation. A preliminary and abridged version has
appeared in [1]. Paper no. TPWRSX00424X2012.
The authors are with the Engineering and Applied Science, California InstiX

tute of Technology, Pasadena, CA 91125 USA.
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TPWRS.2013.2255317

subject to Kirchhoff’s laws, power balance as well as capacity,
stability and contingency constraints on the voltages and power
flows. There has been a great deal of research on OPF since CarX
pentier’s first formulation in 1962 [2]; surveys can be found in,
e.g., [3]–[7]. OPF is generally nonconvex and NPXhard, and a
large number of optimization algorithms and relaxations have
been proposed. A popular approximation is the DC power flow
problem, which is a linearization and therefore easy to solve,
e.g., [8]–[11]. An important observation was made in [12] and
[13] that the full AC OPF can be formulated as a quadratically
constrained quadratic program and therefore can be approxiX
mated by a semidefinite program. While this approach is illusX
trated in [12] and [13] on several IEEE test systems using an
interiorXpoint method, whether or when the semidefinite relaxX
ation will turn out to be exact is not studied. Instead of solving
the OPF problem directly, [14] proposes to solve its convex LaX
grangian dual problem and gives a sufficient condition that must
be satisfied by a dual solution for an optimal OPF solution to be
recoverable. This result is extended in [15] to include other variX
ables and constraints and in [16] to exploit network sparsity. In
[17] and [18], it is proved that the sufficient condition of [14]
always holds for a radial (tree) network, provided the bounds
on the power flows satisfy a simple pattern. See also [19] for
a generalization. These results confirm that radial networks are
computationally much simpler. This is important as most distriX
bution systems are radial.
The limitation of semidefinite relaxation for OPF is studied in

[20] using mesh networks with 3, 5, and 7 buses: as a lineXflow
constraint is tightened, the duality gap becomes nonzero and
the solutions produced by the semidefinite relaxation becomes
physically meaningless. Indeed, examples of nonconvexity
have long been discussed in the literature, e.g., [21]–[23]. See,
e.g., [24] for branchXandXbound algorithms for solving OPF
when convex relaxation fails.
The papers above are all based on the bus injection model.

In this paper, we introduce a branch flow model on which OPF
and its relaxations can also be defined. Our model is motivated
by a model first proposed by Baran and Wu in [25] and [26] for
the optimal placement and sizing of switched capacitors in disX
tribution circuits for Volt/VAR control. One of the insights we
highlight here is that the BaranXWu model of [25] and [26] can
be treated as a particular relaxation of our branch flow model
where the phase angles of the voltages and currents are ignored.
By recasting their model as a set of linear and quadratic equality
constraints, [27] and [28] observe that relaxing the quadratic
equality constraints to inequality constraints yields a secondX
order cone program (SOCP). It proves that the SOCP relaxation
is exact for radial networks, when there are no upper bounds on
the loads. This result is extended here to mesh networks with

0885X8950/$31.00 © 2013 IEEE
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Power balance eqn’s – cont’d

5 polar form: insert V = Ee iθ and split real & imaginary parts:

active power: Pi =
∑

j BijEiEj sin(θi − θj) + GijEiEj cos(θi − θj)

reactive power: Qi = −∑j BijEiEj cos(θi − θj) + GijEiEj sin(θi − θj)

⇒ will be our focus these days since . . .

power system specs on frequency d
dt θ(t) and voltage magnitude E

dynamics: generator swing dynamics affect voltage phase angles

& voltage magnitudes are controlled to be constant

physical intuition: usual operation near flat voltage profile Vi ≈ 1e iφ

which give rise to various insights for analysis & design (later)
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Power flow simplifications & approximations
power flow equations are too complex & unwieldy for analysis & large computations

I active power: Pi =
∑

j BijEiEj sin(θi − θj) + GijEiEj cos(θi − θj)
I reactive power: Qi = −∑j BijEiEj cos(θi − θj) + GijEiEj sin(θi − θj)

1 lossless transmission lines Rij/Xij = −Gij/Bij ≈ 0

active power: Pi =
∑

j BijEiEj sin(θi − θj)

reactive power: Qi = −∑j BijEiEj cos(θi − θj)

2 decoupling near operating point Vi ≈ 1e iφ:

[
∂P/∂θ ∂P/∂E
∂Q/∂θ ∂Q/∂E

]
≈
[
? 0
0 ?

]

active power: Pi =
∑

j Bij sin(θi − θj) (function of angles)

reactive power: Qi = −∑j BijEiEj (function of magnitudes)
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Power flow simplifications & approximations cont’d

3 linearization for small flows near operating point Vi ≈ 1e iφ:

active power: Pi =
∑

j Bij(θi − θj) known as DC power flow

reactive power: : Qi =
∑

j Bij(Ei − Ej) (if formulated in p.u. system)
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DC Power Flow Revisited
Brian Stott, Fellow, IEEE, Jorge Jardim, Senior Member, IEEE, and Ongun Alsaç, Fellow, IEEE

Abstract—Linear MW-only “dc” network power flow models
are in widespread and even increasing use, particularly in con-
gestion-constrained market applications. Many versions of these
approximate models are possible. When their MW flows are rea-
sonably correct (and this is by no means assured), they can often
offer compelling advantages. Given their considerable importance
in today’s electric power industry, dc models merit closer scrutiny.
This paper attempts such a re-examination.

Index Terms—Congestion revenue rights, contingency analysis,
dc power flow, economic dispatch, financial transmission rights,
LMP pricing, unit commitment.

I. INTRODUCTION

T HIS paper addresses so-called “dc” MW-only power flow
modeling, which is of increased interest today because

of recent upsurges in its use—mostly in LMP-based market
applications where prices are constrained by network conges-
tion. Such applications include real-time security-constrained
dispatch (SCED), day-ahead security-constrained unit commit-
ment (SCUC), and the auctions and allocations associated with
transmission rights (FTR-CRR-TCC). And more traditionally,
dc models are widely used in contingency screening, transmis-
sion loading relief, transfer analysis, and medium-to-long term
transmission planning.

Many dc power flow model versions are available, but we
have found nothing in the literature that identifies and catego-
rizes them. Papers that describe dc power flow applications fre-
quently do not specify exactly which dc model was used.

Dc power flow models are inherently approximate, and it is
well known that their accuracies are very system and case de-
pendent. At the same time, hard documentary data about this is
sparse and often contradictory—few large-scale dc model accu-
racy tests have been reported.

Given the above, this paper offers two main contributions.
Firstly, it reviews dc power flow methods by identifying and
classifying different model versions—both the presentation and
some of the dc models are novel. Secondly, it summarizes the
results of extensive, large-scale dc model testing, whose pur-
pose was to investigate accuracy trends among the dc modeling
variants.

This paper covers dc modeling only at its fundamental level.
It does not deal with other forms of linearization or the impact
of any dc power flow model on any specific application.

Manuscript received December 10, 2008. First published May 19, 2009; cur-
rent version published July 22, 2009. Paper no. TPWRS-00995-2008.

J. Jardim and O. Alsaç are with, and B. Stott is a consultant to, the Soft-
ware and Information Systems Unit of Nexant, Inc., Chandler, AZ 85226 USA
(e-mail: energysolutions@nexant.com).

Digital Object Identifier 10.1109/TPWRS.2009.2021235

II. WHY DC MODELS?

The linear, bilateral, non-complex, often state-independent,
properties of a dc-type power flow model have considerable an-
alytical and computational appeal. The use of such a model is
limited to those MW-oriented applications where the effects of
network voltage and VAr conditions are minimal (a very dif-
ficult-to-judge criterion). But then, as opposed to using the ac
power flow model, the perceived advantages of a dc model are
as follows.

(a) Its solutions are non-iterative, reliable and unique.
(b) Its methods and software are relatively simple.
(c) Its models can be solved and optimized efficiently, partic-

ularly in the demanding area of contingency analysis.
(d) Its network data isminimal and relatively easy to obtain.
(e) Its linearity fits the economic theory on which much of

transmission-oriented market design is based.
(f) Its approximated MW flows are reasonably accurate, at

least for the heavily loaded branches that might constrain
system operation.

These are powerful attractions and, with exceptions to be noted
later, items – are mostly valid. However, the big uncer-
tainty is proposition and this complicates the choice be-
tween dc and ac models in any given application. On the other
hand, sometimes there may be no viable alternative to the use
of a dc model, for example when:

(i) only linear theory and/or calculation techniques are avail-
able for certain (often market) applications;

(ii) reliable voltage-VAr control data isnot available to sup-
port stable, meaningful ac power flow solutions;

(iii) certain applications in large markets involve volumes of
computing that would be prohibitive with ac modeling;

(iv) a dc model is needed for cross-compatibility between two
or more related applications.

III. DC POWER FLOW—A BRIEF BACKGROUND

The term “dc” power (or load) flow comes from the old dc
network analyzer [1], [2], in which each network branch was
represented by a resistance proportional to its series reactance
and each dc current was proportional to a MW flow. In the dig-
ital era this model becomes a simple, real (non-complex) nodal
admittance matrix equation in terms of bus voltage angles and
MW injections.

The different dc model versions are distinguished by the def-
initions of the injections and admittances in this equation and,
as will be shown here, minor variations in them can have big
effects on model performance. Nevertheless, the original “clas-
sical” series-reactance version is still widely regarded as the
dc power flow method. It is the version presented and derived
in books dealing with power flow, for example [3]–[7]. Its ad-
mittance matrix—the same as matrix in the fast decoupled

0885-8950/$25.00 © 2009 IEEE

Conclusion on the most limiting assumption of DC power flow: R/X ≈ 0
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Power flow simplifications & approximations cont’d

I active power: Pi =
∑

j BijEiEj sin(θi − θj) + GijEiEj cos(θi − θj)
I reactive power: Qi = −∑j BijEiEj cos(θi − θj) + GijEiEj sin(θi − θj)

4 Multiple variations & combinations of DC power flow

power flow transformation for constant R/X ratios (see exercise)

linearization & decoupling at arbitrary operating points [D. Deka et al., ’15]

advanced linearizations especially for reactive power
[S. Bolognani & S. Zampieri ’12, B. Gentile et al. ’14, J. Simpson-Porco et al. ’16]

linearizations in rectangular coordinates (more accurate for active power)
[R. Baldick ’13, S. Bolognani & S. Zampieri ’15, S. Dhople et al. ’15]

“. . . plenty of heuristics in industry . . .

especially for approximation of losses.”

— [Bruce Wollenberg, meeting @ Minneapolis ’13]
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A unifying geometric perspective [S. Bolognani & F. Dörfler ’15]
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Closer look at implicit formulae A(x − x∗) = 0

[(
〈diagYE ∗〉+ 〈diag E ∗〉N〈Y 〉

)
·
[
diag(cos θ∗) −diag(E ∗) diag(sin θ∗)
diag(sin θ∗) diag(E ∗) diag(cos θ∗)

]]

︸ ︷︷ ︸
shunt loads

︸ ︷︷ ︸
lossy DC flow

︸ ︷︷ ︸
rotation × scaling at operating point

×
[
v − v∗

θ − θ∗
]

=

[
p − p∗

q − q∗

]

︸ ︷︷ ︸
deviation variables

where N =

[
I 0
0 −I

]
is complex conjugate in real coordinates

and 〈A〉 =

[
<(A) −=(A)
=(A) <(A)

]
is complex rotation in real coordinates.
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Special cases reveal some old friends I

flat-voltage/0-injection point: x∗ = (E ∗, θ∗,P∗,Q∗) = (1, 0,0,0)

⇒ implicit linearization:

[
<(Y ) −=(Y )
−=(Y ) <(Y )

] [
v
θ

]
=

[
p
q

]

is linear coupled power flow [D. Deka, S. Backhaus, & M. Chertkov, ’15]

⇒ <(Y ) = 0 gives DC power flow: −=(Y )θ = P and −=(Y )E = Q
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Special cases reveal some old friends II

flat-voltage/0-injection point: x∗ = (E ∗, θ∗,P∗,Q∗) = (1, 0,0,0)

⇒ rectangular coord. ⇒ rectangular DC flow [S. Bolognani & S. Zampieri, ’15]

nonlinear change to quadratic coordinates from vh to v2
h

⇒ linearization gives (non-radial) LinDistFlow [M.E. Baran & F.F. Wu, ’88]
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Accuracy illustrated with unbalanced three-phase IEEE13
can be extended to three-phase, exponential loads, etc.

◦ exact solution ? linear implicit model

Matlab/Octave code @ https://github.com/saveriob/1ACPF 36 / 184

Plenty of recent interest in power flow approximations
mainly for the sake of verifying analytic approaches

Fast Power System Analysis via Implicit Linearization
of the Power Flow Manifold

Saverio Bolognani and Florian Dörfler

Abstract— In this paper, we consider the manifold that
describes all feasible power flows in a power system as an
implicit algebraic relation between nodal voltages (in polar
coordinates) and nodal power injections (in rectangular co-
ordinates). We derive the best linear approximant of such a
relation around a generic solution of the power flow equations.
Our linear approximant is sparse, computationally attractive,
and preserves the structure of the power flow. Thanks to the full
generality of this approach, the proposed linear implicit model

such as state estimation, learning, and monitoring/fault de-
tection, such a physical relation is everything that is needed.

Second, we aim at an implicit model, i.e., a model in the
form F (x) = 0. In this form, the physical relation precedes
the choice of “inputs” and “outputs” similar to the notion of
behavioral systems [7]. In the vast majority of applications,
having an implicit model is not a disadvantage. On the other
hand, this choice allows to obtain a model which is sparse

On the existence and linear approximation of the
power flow solution in power distribution networks

Saverio Bolognani and Sandro Zampieri

Abstract—We consider the problem of deriving an explicit
approximate solution of the nonlinear power equations that
describe a power distribution network. We give sufficient condi-
tions for the existence of a practical solution to the power flow
equations, and we propose an approximation that is linear in
the active and reactive power demands and generations. For this
approximation, which is valid for generic power line impedances

(electric vehicles in particular). These challenges motivated the
deployment of ICT in the power distribution grid, in the form
of sensing, communication, and control devices, in order to
operate the grid more efficiently, safely, reliably, and within the
its voltage and power constraints. These applications have been
reviewed in [4], and include real-time feedback control [5]–[7],
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Linear Approximations to AC Power Flow in
Rectangular Coordinates

Sairaj V. Dhople, Swaroop S. Guggilam
Department of Electrical and Computer Engineering

University of Minnesota
Minneapolis, Minnesota 55455

Email: sdhople,guggi022@UMN.EDU

Yu Christine Chen
Department of Electrical and Computer Engineering

The University of British Columbia
Vancouver, British Columbia V6T 1Z4

Email: chen@ECE.UBC.CA

Abstract—This paper explores solutions to linearized power-
flow equations with bus-voltage phasors represented in rectan-
gular coordinates. The key idea is to solve for complex-valued
perturbations around a nominal voltage profile from a set of

that the second-order terms in the power-balance expressions
are small. To investigate the validity of this assumption, we
provide a priori computable bounds on the real- and reactive-
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DC Power Flow Revisited
Brian Stott, Fellow, IEEE, Jorge Jardim, Senior Member, IEEE, and Ongun Alsaç, Fellow, IEEE

Abstract—Linear MW-only “dc” network power flow models
are in widespread and even increasing use, particularly in con-
gestion-constrained market applications. Many versions of these
approximate models are possible. When their MW flows are rea-
sonably correct (and this is by no means assured), they can often
offer compelling advantages. Given their considerable importance
in today’s electric power industry, dc models merit closer scrutiny.
This paper attempts such a re-examination.

II. WHY DC MODELS?

The linear, bilateral, non-complex, often state-independent,

properties of a dc-type power flow model have considerable an-

alytical and computational appeal. The use of such a model is

limited to those MW-oriented applications where the effects of

network voltage and VAr conditions are minimal (a very dif-
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Once you try to analyze power flow equations

with pen and paper, you will realize . . .

“Maybe we should revisit the way we write

power flow equations.” — [Göran Andersson,

Santa Fe Grid Science Workshop ’15]

Once you work computationally with data, you will see . . .

“The devil introduced the per unit system

into power.” — [Peter Sauer, ACC ’12]
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Dynamic Network
Component Models

Modeling the “essential” network dynamics
models can be arbitrarily detailed & vary on different time/spatial scales

1 active and reactive power flow

(e.g., lossless)

2 passive constant power loads

i
Pi + i Qi

3 inverters: DC or variable AC
sources with power electronics

Eei(θ+ωt)

Pi ,inj =
∑

j
BijEiEj sin(θi − θj)

Qi ,inj = −
∑

j
BijEiEj cos(θi − θj)

Pi ,inj = Pi = const.

Qi ,inj = Qi = const.

(i) have constant/controllable PQ

(max. power-point tracking)

(ii) or mimic generators

(more later)
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Modeling the “essential” synchronous generator dynamics

4 electromech. swing dynamics
of synchronous machines

Pi,mechPi,inj

Mi θ̈i + Di θ̇i = Pi ,mech − Pi ,inj

Ei = const.

(can be derived from first principle model

& some (possibly strong) assumptions)

Uses and Abuses of the Swing Equation Model

Sina Y. Caliskan and Paulo Tabuada

Abstract— The swing equation model is widely used in the
literature to study a large class problems, including stability
analysis of power systems. We show in this paper, by compari-
son with a first principles model, that the swing equation model
may lead to erroneous conclusions when performing stability
analysis of power systems, even under small oscillations.

I. INTRODUCTION

The swing equation model is a perfect example of the
famous line by George Box and Norman Draper in [2]: “All
models are wrong, but some are useful.”. Power engineers
successfully used this model in the past to describe syn-
chronous generators in a large class of power engineering
problems [1], [3]. Notwithstanding being stated in most
powers systems books that the swing equation is not valid
away from equilibrium, the long track of success in using this
model for solving a broad spectrum of applications resulted
in a biased focus on the “usefulness” of this model at the
expense of blurring the boundaries of the region where the
swing equation can be applied. In this paper, our objective is
to shift the focus back to clarifying this boundary by asking
the following question:

When should the swing equation be used, and when does it
describe the behavior of an actual synchronous generator?

In order to answer this question, we start with the obser-
vation that a First Principles (FP) model can be constructed
for synchronous generators and the swing equation can be
recovered as a special case of this model. One way to
derive this FP model, as suggested in [7], is to use the
framework of port-Hamiltonian systems to represent power
system components, and interconnect these components to
obtain a port-Hamiltonian model of the power system. In
the literature, the swing equation is still preferred to a FP
model due to its simplicity, and the idea of using a more
detailed FP model to analyze power systems is frowned
upon. However, it has been recently shown that the stability
analysis of power systems using a FP model can be easily
performed and one can obtain simple, compositional stability
conditions [6]. These results show that the pursuit of simple
models for the sake of facilitating analysis is not a sufficient
reason to completely neglect “complex” models.

Our aim is to show that the swing equation should not be
used to analyze the dynamical behavior of power systems,
even under small perturbations when the swing equation is
believed to accurately describe the dynamics. We achieve
this objective by showing that when employing the swing

Sina Y. Caliskan and Paulo Tabuada are with the Department of Electrical
Engineering, University of California at Los Angeles, CA 90095-1594,
United States {yamac@ucla,tabuada@ee.ucla}.edu

equation for stability analysis under small oscillations we
obtain results contradicting a more detailed FP model.

II. SYNCHRONOUS GENERATOR MODELS

In this section, we review two synchronous generator
models. The first model is derived from first principles while
the second is the traditional swing equation model that is
widely used in the literature. After introducing these models,
we show how to recover the swing equation model from the
FP model by making several assumptions: neglect of reactive
power (Assumption 2.1 in Section II-B), and an angular
velocity in the vicinity of !s (Assumption 2.5).

A. First Principles Model

A synchronous generator is composed of a moving com-
ponent, the rotor, and a fixed frame. The electrical windings
connected to the fixed frame are called stator windings, and
they are denoted by the subscripts a, b, and c. The field
windings are the electrical circuits connected to the rotor of
the generator. The number of field windings is nf , and we
use the subscript f, i to denote the ith field winding. The
following equations, as explained in [6] and [7], describe a
First Principles (FP) model of a synchronous generator

✓̇ = !, (1)

M!̇ = �D
@H

@(M!)
+ D!s + ⌧m � ⌧e (2)

�̇abc = �R
@H

@�abc
+ Vabc. (3)

In (1)-(3), M is the moment of inertia, D is the damping
coefficient, !s is the synchronous velocity, ✓ is the phase
angle of the generator, ⌧m is the supplied mechanical torque,
⌧e = @H

@✓ is the electrical torque [8], ! is the angular
velocity, and R is a diagonal matrix with its diagonal
elements being the resistances of the stator and the field
windings. We use Vabc = (Va, Vb, Vc, Vf,1, . . . , Vf,nf

) and
Iabc = (Ia, Ib, Ic, If,1, . . . , If,nf

) to denote the vector of
voltages across the winding terminals, and the vector of
currents entering into the windings, respectively. We use
the subscripts a, b, c for the phase a, phase b, phase c
voltages and currents, respectively. The vector of fluxes is
defined as �abc = L(✓)Iabc where L(✓) is the inductance
matrix, whose form under some additional assumptions is
given in Section II-C, Equation (10). Finally, the Hamiltonian
H is the sum of the kinetic energy of the rotor shaft and
the electromagnetic energy stored in the windings of the

2015 IEEE 54th Annual Conference on Decision and Control (CDC)
December 15-18, 2015. Osaka, Japan

978-1-4799-7885-4/15/$31.00 ©2015 IEEE 6662
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Common variations in dynamic network models
dynamic behavior is very much dependent on load models & generator models

1 frequency/voltage-depend. loads
[A. Bergen & D. Hill ’81, I. Hiskens &

D. Hill ’89, R. Davy & I. Hiskens ’97]

2 network-reduced models after
Kron reduction of loads
[H. Chiang, F. Wu, & P. Varaiya ’94]

(very common but poor
assumption: Gij = 0)

Di θ̇i + Pi = −Pi ,inj

fi (V̇i ) + Qi = −Qi ,inj

Mi θ̈i + D θ̇i = Pi ,mech

−
∑

j
BijEiEj sin(θi − θj)

−
∑

j
GijEiEj cos(θi − θj)

︸ ︷︷ ︸
effect of resistive loads
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Fig. 9. The New England test system [10], [11]. The system includes
10 synchronous generators and 39 buses. Most of the buses have constant
active and reactive power loads. Coupled swing dynamics of 10 generators
are studied in the case that a line-to-ground fault occurs at point F near bus
16.

test system can be represented by

δ̇i = ωi,
Hi

πfs
ω̇i = −Diωi + Pmi − GiiE

2
i −

10∑

j=1,j !=i

EiEj ·

· {Gij cos(δi − δj) + Bij sin(δi − δj)},





(11)

where i = 2, . . . , 10. δi is the rotor angle of generator i with
respect to bus 1, and ωi the rotor speed deviation of generator
i relative to system angular frequency (2πfs = 2π × 60Hz).
δ1 is constant for the above assumption. The parameters
fs, Hi, Pmi, Di, Ei, Gii, Gij , and Bij are in per unit
system except for Hi and Di in second, and for fs in Helz.
The mechanical input power Pmi to generator i and the
magnitude Ei of internal voltage in generator i are assumed
to be constant for transient stability studies [1], [2]. Hi is
the inertia constant of generator i, Di its damping coefficient,
and they are constant. Gii is the internal conductance, and
Gij + jBij the transfer impedance between generators i
and j; They are the parameters which change with network
topology changes. Note that electrical loads in the test system
are modeled as passive impedance [11].

B. Numerical Experiment

Coupled swing dynamics of 10 generators in the
test system are simulated. Ei and the initial condition
(δi(0), ωi(0) = 0) for generator i are fixed through power
flow calculation. Hi is fixed at the original values in [11].
Pmi and constant power loads are assumed to be 50% at their
ratings [22]. The damping Di is 0.005 s for all generators.
Gii, Gij , and Bij are also based on the original line data
in [11] and the power flow calculation. It is assumed that
the test system is in a steady operating condition at t = 0 s,
that a line-to-ground fault occurs at point F near bus 16 at
t = 1 s−20/(60Hz), and that line 16–17 trips at t = 1 s. The
fault duration is 20 cycles of a 60-Hz sine wave. The fault
is simulated by adding a small impedance (10−7j) between
bus 16 and ground. Fig. 10 shows coupled swings of rotor
angle δi in the test system. The figure indicates that all rotor
angles start to grow coherently at about 8 s. The coherent
growing is global instability.

C. Remarks

It was confirmed that the system (11) in the New Eng-
land test system shows global instability. A few comments
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Fig. 10. Coupled swing of phase angle δi in New England test system.
The fault duration is 20 cycles of a 60-Hz sine wave. The result is obtained
by numerical integration of eqs. (11).

are provided to discuss whether the instability in Fig. 10
occurs in the corresponding real power system. First, the
classical model with constant voltage behind impedance is
used for first swing criterion of transient stability [1]. This is
because second and multi swings may be affected by voltage
fluctuations, damping effects, controllers such as AVR, PSS,
and governor. Second, the fault durations, which we fixed at
20 cycles, are normally less than 10 cycles. Last, the load
condition used above is different from the original one in
[11]. We cannot hence argue that global instability occurs in
the real system. Analysis, however, does show a possibility
of global instability in real power systems.

IV. TOWARDS A CONTROL FOR GLOBAL SWING

INSTABILITY

Global instability is related to the undesirable phenomenon
that should be avoided by control. We introduce a key
mechanism for the control problem and discuss control
strategies for preventing or avoiding the instability.

A. Internal Resonance as Another Mechanism

Inspired by [12], we here describe the global instability
with dynamical systems theory close to internal resonance
[23], [24]. Consider collective dynamics in the system (5).
For the system (5) with small parameters pm and b, the set
{(δ, ω) ∈ S1 × R | ω = 0} of states in the phase plane is
called resonant surface [23], and its neighborhood resonant
band. The phase plane is decomposed into the two parts:
resonant band and high-energy zone outside of it. Here the
initial conditions of local and mode disturbances in Sec. II
indeed exist inside the resonant band. The collective motion
before the onset of coherent growing is trapped near the
resonant band. On the other hand, after the coherent growing,
it escapes from the resonant band as shown in Figs. 3(b),
4(b), 5, and 8(b) and (c). The trapped motion is almost
integrable and is regarded as a captured state in resonance
[23]. At a moment, the integrable motion may be interrupted
by small kicks that happen during the resonant band. That is,
the so-called release from resonance [23] happens, and the
collective motion crosses the homoclinic orbit in Figs. 3(b),
4(b), 5, and 8(b) and (c), and hence it goes away from
the resonant band. It is therefore said that global instability

!"#$%&'''%()(*%(+,-.,*%/012-3*%)0-4%5677*%899: !"#$%&'

(')$
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Structure-preserving power network model [A. Bergen & D. Hill ’81]

without Kron-reduction of load buses

• generator swing dynamics:

• frequency-dependent loads:

(or inverter-interfaced sources)

θ̇i = ωi

Mi ω̇i = −Diωi + Pi −
∑

j
BijEiEj sin(θi − θj)

Qi = −
∑

j
BijEiEj cos(θi − θj)

Di θ̇i = Pi −
∑

j
BijEiEj sin(θi − θj)

Qi = −
∑

j
BijEiEj cos(θi − θj)

in academia: this “baseline model” is typically further simplified:
decoupling, linearization, constant voltages, . . .

in industry: much more detailed models used for grid simulations

⇒ IMHO: above model captures most interesting network dynamics
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Common variations in dynamic network models — cont’d
dynamic behavior is very much dependent on load models & generator models

3 higher order generator dynamics
[P. Sauer & M. Pai ’98]

4 dynamic & detailed load models
[D. Karlsson & D. Hill ’94]

5 time-domain models [S. Caliskan &

P. Tabuada ’14, S. Fiaz et al. ’12]

voltages, controls, magnetics etc.

(reduction via singular perturbations)

aggregated dynamic load behavior

(e.g., load recovery after voltage step)

passive Port-Hamiltonian models

for machines & RLC circuitry

“Power system

research is all
about the art of
making the right

assumptions.”
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Lots of current research activity on time-domain models

A port-Hamiltonian approach to power network modeling and analysis
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a b s t r a c t

In this paper we present a systematic framework for modeling of power networks. The basic idea is to

view the complete power network as a port-Hamiltonian system on a graph where edges correspond to

components of the power network and nodes are buses. The interconnection constraints are given by the

graph incidence matrix which captures the interconnection structure of the network. As a special case

we focus on the system obtained by interconnecting a synchronous generator with a resistive load.

We use Park's state transformation to decouple the dynamics of the state variables from the dynamics of

the rotor angle, resulting in a quotient system admitting equilibria. We analyze the stability of the

quotient system when it is given constant input mechanical torque and electrical excitation.

& 2013 European Control Association. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Market liberalization and the ever increasing electricity

demand have forced the power systems to operate under highly

stressed conditions. This situation has led to the need to revisit the

existing modeling, analysis and control techniques that enable the

power system to withstand unexpected contingencies without

experiencing voltage or transient instabilities.

At the network level power engineers used reduced network

models (RNM) where the system is viewed as an n-port described

by a set of ordinary differential equations. RNMs do not retain the

identity of the network components and induces non-negligible

passivity-based control” technique [20] was used in [21] to prove

the existence of a nonlinear static state feedback law that ensures

stability of the operating point for a general n-machine system

including transfer conductances and an explicit expression of the

controller was given only for the case nr3 due to computational

complexity. For the multi-machine case, in [2] an extension of the

invariance principle was proposed in order to find a new extended

Lyapunov function taking into account the influence of small

transfer conductances. For multi-machine case an extension to

backsteeping is used to solve the global asymptotic stability

problem in [4].

Overcoming the above-mentioned dif culties in RNMs, struc-

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/ejcon

European Journal of Control

European Journal of Control 19 (2013) 477–485

Compositional Transient Stability Analysis

of Multimachine Power Networks
Sina Yamac Caliskan and Paulo Tabuada

Abstract—During the normal operation of a power system, all the
voltages and currents are sinusoids with a frequency of 60 Hz in
America and parts of Asia or of 50 Hz in the rest of the world.
Forcing all the currents and voltages to be sinusoids with the right
frequency is one of the most important problems in power systems.
This problem is known as the transient stability problem in the
power systems literature. The classical models used to study tran-
sient stability are based on several implicit assumptions that are
violated when transients occur. One such assumption is the use of
phasors to study transients.While phasors require sinusoidal wave-
forms to be well defined, there is no guarantee that waveforms will
remain sinusoidal during transients. In this paper, we use energy-
based models derived from first principles that are not subject
to hard-to-justify classical assumptions. In addition to eliminate
assumptions that are known not to hold during transient stages, we
derive intuitive conditions ensuring the transient stability of power
systems with lossy transmission lines. Furthermore, the conditions
for transient stability are compositional in the sense that one infers
transient stability of a large power system by checking simple
conditions for individual generators.

Index Terms—Electromechanical systems, nonlinear control
systems, power system dynamics, power system stability.

frequency stability and voltage stability, respectively [22].When

all the generators are rotating with the same velocity, they are

synchronized and the relative differences between the rotor

angles remain constant. The ability of a power system to recover

and maintain this synchronism is called rotor angle stability.

Transient stability, as defined in [22], is the maintenance of rotor

angle stability when the power system is subject to large dis-

turbances. These large disturbances are caused by faults on the

power system such as the tripping of a transmission line.

In industry, the most common way of checking transient

stability of a power system is to run extensive time–domain

simulations for important fault scenarios [26]. This way of

developing action plans for the maintenance of transient stability

is easy and practical if we know all the “important” scenarios

thatwe need to consider.Unfortunately, power systems are large-

scale systems and the number of possible scenarios is quite large.

As an exhaustive search of all of these scenarios is impossible,

power engineers need to guess the important cases that they

need to analyze. These guesses, as made by humans, are prone

to errors. Moreover, time domain simulations do not provide
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]DCKL NCBO D? `<bc`6b @C?LDWJBJW GAJ QBCXIJM CH @C?GBCIID?R QFB[

FIIJI[@C??J@GJW QCNJB JIJ@GBC?D@L D?]JBGJBL GC JMKIFGJ GAJ W>[

?FMD@L CH 1Dd?FBW[G>QJ CL@DIIFGCBL5 #AJ CL@DIIFGCBL ^D?]JBGJBL_

FBJ @CKQIJW ^@C??J@GJW_ GABCKRA GAJ J\DLGD?R MD@BCRBDW JIJ@[

GBD@FI ?JGNCBO3 F?W L>?@ABC?> JMJBRJL D? GADL L>LGJM NDGA ?C

J\GJB?FI HCB@D?R D? GAJ HCBM CH F KGDIDG> RBDW CB F?> @CMMK?D@F[

GDC? XJ>C?W GAJ J\DLGD?R QA>LD@FI JIJ@GBD@FI ?JGNCBO5 #ADL QFQJB

RJ?JBFIDEJL GAJ BJLKIGL D? `<bc`6b X> JLGFXIDLAD?R L>?@ABC?DEF[

GDC? @C?WDGDC?L HCB F MK@A NDWJB @IFLL CH ?C?ID?JFB JIJ@GBD@FI

@DB@KDGL F?W ?JGNCBOL5

#AJ ?C?ID?JFB[@DB@KDG MCWJIL3 F?W GAJ K?DHCBM F?W ACMCRJ[44 / 184

On the swing equation . . .

“There is probably more literature on
synchronous machines than on any other device
in electrical engineering.” — [Peter Sauer & M.A.

Pai, Power System Dynamics and Stability ’98]

“The swing equation model is a perfect example

of the famous line [. . . ]: “All models are wrong,
but some are useful.””

— [Sina Y. Caliskan and Paulo Tabuada, CDC ’15]
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One system with many dynamics & control problems1390 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 19, NO. 2, MAY 2004

Fig. 1. Classification of power system stability.

- Small-disturbance rotor angle stability problems may
be either local or global in nature. Local problems
involve a small part of the power system, and are usu-
ally associated with rotor angle oscillations of a single
power plant against the rest of the power system. Such
oscillations are called local plant mode oscillations.
Stability (damping) of these oscillations depends on
the strength of the transmission system as seen by the
power plant, generator excitation control systems and
plant output [8].
- Global problems are caused by interactions among
large groups of generators and have widespread effects.
They involve oscillations of a group of generators in one
area swinging against a group of generators in another
area. Such oscillations are called interarea mode oscil-
lations. Their characteristics are very complex and sig-
nificantly differ from those of local plant mode oscilla-
tions. Load characteristics, in particular, have a major
effect on the stability of interarea modes [8].
- The time frame of interest in small-disturbance sta-
bility studies is on the order of 10 to 20 seconds fol-
lowing a disturbance.

• Large-disturbance rotor angle stability or transient sta-
bility, as it is commonly referred to, is concerned with the
ability of the power system to maintain synchronism when
subjected to a severe disturbance, such as a short circuit
on a transmission line. The resulting system response in-
volves large excursions of generator rotor angles and is
influenced by the nonlinear power-angle relationship.

- Transient stability depends on both the initial
operating state of the system and the severity of the dis-
turbance. Instability is usually in the form of aperiodic
angular separation due to insufficient synchronizing
torque, manifesting as first swing instability. However,
in large power systems, transient instability may not
always occur as first swing instability associated with

a single mode; it could be a result of superposition of
a slow interarea swing mode and a local-plant swing
mode causing a large excursion of rotor angle beyond
the first swing [8]. It could also be a result of nonlinear
effects affecting a single mode causing instability
beyond the first swing.
- The time frame of interest in transient stability studies
is usually 3 to 5 seconds following the disturbance. It
may extend to 10–20 seconds for very large systems
with dominant inter-area swings.

As identified in Fig. 1, small-disturbance rotor angle stability
as well as transient stability are categorized as short term
phenomena.

The term dynamic stability also appears in the literature as
a class of rotor angle stability. However, it has been used to
denote different phenomena by different authors. In the North
American literature, it has been used mostly to denote small-dis-
turbance stability in the presence of automatic controls (partic-
ularly, the generation excitation controls) as distinct from the
classical “steady-state stability” with no generator controls [7],
[8]. In the European literature, it has been used to denote tran-
sient stability. Since much confusion has resulted from the use
of the term dynamic stability, we recommend against its usage,
as did the previous IEEE and CIGRE Task Forces [6], [7].

B.2 Voltage Stability:

Voltage stability refers to the ability of a power system to main-
tain steady voltages at all buses in the system after being sub-
jected to a disturbance from a given initial operating condition.
It depends on the ability to maintain/restore equilibrium be-
tween load demand and load supply from the power system. In-
stability that may result occurs in the form of a progressive fall
or rise of voltages of some buses. A possible outcome of voltage
instability is loss of load in an area, or tripping of transmis-
sion lines and other elements by their protective systems leading

Authorized licensed use limited to: Univ of California-Santa Barbara. Downloaded on June 11, 2009 at 01:09 from IEEE Xplore.  Restrictions apply.

“From a practical viewpoint, there are four major
analytical problems: . . . compute equilibria ... transient
stability . . . [inter-area] oscillations . . . voltage collapse.
Of course, theoretically they are all aspects of the one
overall stability question.” — [David Hill, ISCAS ’06]
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prelims on power flow

Preliminary insights on lossless power flow

power flow equations:

Pi =
∑n

j=1
BijEiEj sin(θi − θj)

Qi = −
∑n

j=1
BijEiEj cos(θi − θj)

⇒ solution space: Tn × Rn
≥0 =

(
S1 × · · · × S1

)
× (R≥0 × · · · × R≥0)

rotational symmetry:

if θ∗ is a solution ⇒ θ∗ + const. · 1n is another solution

⇒ solution space “modulo rotational symmetry”: Tn \ S1 × Rn
≥0

index shenanigans:

I active flow i → i = BiiEiEj sin(θi − θi ) = 0 (⇒ can drop index i)

I reactive flow i → i = −BiiEiEj cos(θi − θi ) = −BiiE
2
i
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Preliminary feasibility conditions for lossless power flow
see exercises for details

power flow equations:

Pi =
∑n

j=1
BijEiEj sin(θi − θj)

Qi = −
∑n

j=1
BijEiEj cos(θi − θj)

necessary feasibility condition I:
∑n

i=1
Pi = 0 ⇐ ∃ a solution

, power balance

⇒ typically not true (w/o slack bus)

due to unknown load demand

⇒ need to consider dynamics

necessary feasibility condition II:
∑n

i=1
Qi ≥ 0 ⇐ ∃ a solution

, reactive power losses

⇒ reactive power must be supplied

(for inductive grid w/o shunts)
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Feasibility power flow is crucial for system operation

Given: network parameters & topology and load & generation profile

Q: “ ∃ an optimal, stable, and robust synchronous operating point ? ”

1 Security analysis [Araposthatis et al. ’81, Wu et al. ’80 & ’82, Ilić ’92, . . . ]

2 Load flow feasibility [Chiang et al. ’90, Dobson ’92, Lesieutre et al. ’99, . . . ]

3 Optimal generation dispatch [Lavaei et al. ’12, Bose et al. ’12, . . . ]

4 Transient stability [Sastry et al. ’80, Bergen et al. ’81, Hill et al. ’86, . . . ]

5 Inverters in microgrids [Chandorkar et. al. ’93, Guerrero et al. ’09, Zhong ’11,. . . ]

6 Complex networks [Hill et al. ’06, Strogatz ’01, Arenas et al ’08, . . . ]

“How do we quantitatively measure feasibility in order
to incorporate this attribute in the system design or
operation? How do we explicitly describe the region of
feasibility in general, and in particular in a large
neighborhood around the normal operating injections?”

— [J. Jaris & F. Galiana, IEEE PAS ’81]
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Decoupled Active Power Flow
(Synchronization)

Our first stab at power system stability
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Synchronization & feasibility of active power flow
sync is crucial for the functionality and operation of the power grid

structure-preserving power network model [A. Bergen & D. Hill ’81]:

synchronous machines: Mi θ̈i + Di θ̇i = Pi −
∑

j
Bij sin(θi − θj)

frequency-dependent loads: Di θ̇i = Pi −
∑

j
Bij sin(θi − θj)

synchronization = sync’d frequencies & bounded active power flows

θ̇i = ωsync ∀ i ∈ V & |θi − θj | ≤ γ < π/2 ∀ {i , j} ∈ E

= active power flow feasibility & security constraints

explicit sync frequency: if sync, then ωsync =
∑

i Pi/
∑

i Di

(by summing over all equations)
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A perspective from coupled oscillators

Mechanical oscillator network

Angles (θ1, . . . , θn) evolve on Tn as

Mi θ̈i + Di θ̇i = Pi −
∑

j Bij sin(θi − θj)

• inertia constants Mi > 0

• viscous damping Di > 0

• external torques Pi ∈ R
• spring constants Bij ≥ 0

Structure-preserving power network

Mi θ̈i + Di θ̇i = Pi −
∑

j
Bij sin(θi − θj)

Di θ̇i = Pi −
∑

j
Bij sin(θi − θj)

P3

P2
P1

P3

P2P1

52 / 184

Phenomenology of sync in power networks
sync is crucial for AC power grids

P3

P2P1

P3

P2
P1

sync is a trade-off

✓i(t)

weak coupling & heterogeneous

✓i(t)

strong coupling & homogeneous
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Phenomenology of sync in power networks
sync is crucial for AC power grids

P3

P2P1

P3

P2
P1

sync is a trade-off

✓i(t)

weak coupling & heterogeneous Blackout India July 30/31 2012
53 / 184



Back of the envelope calculations for the two-node case
generator connected to identical motor shows bifurcation at difference angle θ = π/2

B sin(θ)

generator motor

P1 P2

M θ̈ + D θ̇ = P1 − P2 − 2B sin(θ) 2B sin(θ)
π0

|P1 − P2|

active
power

* *

θ

stable unstable

∃ stable sync ⇔ B > |P1 − P2|/2 ⇔ “ntwk coupling > heterogeneity”

Q1: Quantitative generalization to a
complex & large-scale network?

Q2: What are the particular metrics
for coupling and heterogeneity?
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Who knows consensus systems?
on blackboard
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Primer on algebraic graph theory
for a connected and undirected graph

Laplacian matrix L = “degree matrix” − “adjacency matrix”

L = LT =




...
. . .

... . .
. ...

−Bi1 · · · ∑n
j=1 Bij · · · −Bin

... . .
. ...

. . .
...


 ≥ 0

is positive semidefinite with one zero eigenvalue & eigenvector 1n

Notions of connectivity

spectral: 2nd smallest eigenvalue of L is “algebraic connectivity”λ2(L)

topological: degree
∑n

j=1 Bij or degree distribution

Notions of heterogeneity

‖P‖E,∞ = max{i ,j}∈E |Pi − Pj |, ‖P‖E,2 =
(∑

{i ,j}∈E |Pi − Pj |2
)1/2
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Synchronization in “complex” networks
for a first-order model — all results generalize locally

θ̇i = Pi −
∑

j
Bij sin(θi − θj)

1 local stability for equilibria satisfying |θ∗i − θ∗j | < π/2 ∀ {i , j} ∈ E
(linearization is Laplacian matrix)

2 necessary sync condition:
∑

j Bij ≥ |Pi − ωsync| ⇐ sync

(so that syn’d solution exists)

3 sufficient sync condition: λ2(L) > ‖P‖E,2 ⇒ sync

[FD & F. Bullo ’12]

⇒ ∃ similar conditions with diff. metrics on coupling & heterogeneity

⇒ Problem: sharpest general conditions are conservative
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Can we solve the power flow equations exactly?
on blackboard
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A nearly exact sync condition [FD, M. Chertkov, & F. Bullo ’13]

1 search equilibrium θ∗ with |θ∗i − θ∗j | ≤ γ < π/2 for all {i , j} ∈ E :

Pi =
∑

j
Bij sin(θi − θj) (?)

2 consider linear “small-angle” DC approximation of (?) :

Pi =
∑

j
Bij(δi − δj) ⇔ P = Lδ (??)

unique solution (modulo symmetry) of (??) is δ∗ = L†P

3 solution ansatz for (?): θ∗i − θ∗j = arcsin(δ∗i − δ∗j ) (for a tree)

Pi =
∑n

j=1
aij sin(θi − θj) =

∑n

j=1
aij sin

(
arcsin(δ∗i − δ∗j )

)
= Pi X

⇒ Thm: ∃ θ∗ with |θ∗i − θ∗j | ≤ γ ∀ {i , j} ∈ E ⇔
∥∥L†P

∥∥
E,∞ ≤ sin(γ)
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Synchronization tests & power flow approximations

Sync cond’: (heterogeneity)/(ntwk coupling) < (transfer capacity)

‖L†P‖E,∞ ≤ sin(γ) & new DC approx. θ ≈ arcsin(L†P)

θ̇(t)

θ(t)

220

309

310

120

103

209

102102

118

307

302

216

202

θ̇(t)

θ(t)

+ 0.1% load

Reliability Test System RTS 96 under two loading conditions
60 / 184

Synchronization tests & power flow approximations

Sync cond’: (heterogeneity)/(ntwk coupling) < (transfer capacity)

‖L†P‖E,∞ ≤ sin(γ) & new DC approx. θ ≈ arcsin(L†P)
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approximation errors  [rad]

 

 

 DC approximation (industry)

 proposed approximation

IEEE 118 bus system (Midwest)

Outperforms conventional DC approximation “on average & in the tail”.
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More on power flow approximations

Randomized power network test cases

with 50 % randomized loads and 33 % randomized generation

Randomized test case Numerical worst-case Analytic prediction of Accuracy of condition:

(1000 instances) angle differences: angle differences: arcsin(‖L†P‖E,∞)

max
{i,j}∈E

|θ∗i − θ∗j | arcsin(‖L†P‖E,∞) − max
{i,j}∈E

|θ∗i − θ∗j |

9 bus system 0.12889 rad 0.12893 rad 4.1218 · 10−5 rad

IEEE 14 bus system 0.16622 rad 0.16650 rad 2.7995 · 10−4 rad

IEEE RTS 24 0.22309 rad 0.22480 rad 1.7089 · 10−3 rad

IEEE 30 bus system 0.16430 rad 0.16456 rad 2.6140 · 10−4 rad

New England 39 0.16821 rad 0.16828 rad 6.6355 · 10−5 rad

IEEE 57 bus system 0.20295 rad 0.22358 rad 2.0630 · 10−2 rad

IEEE RTS 96 0.24593 rad 0.24854 rad 2.6076 · 10−3 rad

IEEE 118 bus system 0.23524 rad 0.23584 rad 5.9959 · 10−4 rad

IEEE 300 bus system 0.43204 rad 0.43257 rad 5.2618 · 10−4 rad

Polish 2383 bus system 0.25144 rad 0.25566 rad 4.2183 · 10−3 rad

(winter peak 1999/2000)
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Discrete control actions to assure sync

1 (re)dispatch generation subject to security constraints:

find θ∈Tn , u∈RnI subject to

source power balance: ui = Pi (θ)

load power balance: Pi = Pi (θ)

branch flow constraints: |θi − θj | ≤ γij < π/2

2 remedial action schemes: load/production shedding & islanding

220

309

310

120

103

209

102102

118

302

216

202

307
India, July 30/31 2012

RTS 96 example

Nordic grid, December 1, 2005 (pacw.org)
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Decoupled Reactive Power
Flow (Voltage Collapse)

Apparently a different beast
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Voltage collapse in power networks

voltage instability: loading > capacity ⇒ voltages drop

“mainly” a reactive power phenomena

recent outages: Québec ’96, Scandinavia ’03, Northeast ’03, Athens ’04

“Voltage collapse is still

the biggest single threat

to the transmission sys-

tem. It’s what keeps me

awake at night.”

– Phil Harris, CEO PJM.
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Back of the envelope calculations for the two-node case
source connected to load shows bifurcation at load voltage Eload = Esource/2

reactive power balance at load:

v
o
l
t
a
g
e

Esource

Eload

B

Qload

(fixed)

(variable)

Qload = B Eload(Eload − Esource)

EloadEsource0

Q∗
load**

**

reactive
power

Eload ∈ R ⇔ Qload ≥ −B (Esource)2/4

∃ high load voltage solution ⇔ (load) < (network)(source voltage)2/4
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Preliminary insights when going to “complex” networks

sources with constant voltage magnitudes Ei

loads with constant power demand Qi (E ) = Qi

⇒ WLOG assume that network among loads is connected

load source

⇔

⇒ reactive power balance: Qi = −∑j BijEiEj or Q = −diag(E )BE

⇒ necessary feasibility condition:
∑n

i=1 Qi ≥ 0 ⇐ ∃ a solution

(by summing all equations and using −ETBE ≥ 0)
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Intuition extends to complex networks – essential insights

Reactive power balance:

Qi = −∑j BijEiEj

Suff. & tight cond’ for general
case [J. Simpson-Porco, FD, & F. Bullo, ’16]:

∃ unique high-voltage solution Eload

⇔
4 · load

(admittance)(nominal voltage)2 < 1

1 nominal (zero load) voltageEnom

0 = −
∑

j
Bij Ei ,nom Ej ,nom

2 coord-trafo to solution guess:

xi = Ei/Ei ,nom − 1

3 Picard-Banach iteration x+ = f (x)
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Previous condition “∆ < 1” also predicts voltage deviation
for coupled & lossy power flow

Samples: randomized scenario (50% load and 33% generation variability)

Numerical Theoretical % Error
Randomized test case Numerical worst-case Analytic prediction of Accuracy of prediction:

(1000 instances) voltage deviations: voltage deviations:

δexact = max
i

|Ei−E∗i |
E∗
i

δ− = (1−√1− ∆)/2 100 · δ−−δexact
δexact

9 bus system 5.49 · 10−2 5.51 · 10−2 0.366 %

IEEE 14 bus system 2.50 · 10−2 2.51 · 10−2 0.200 %

IEEE RTS 24 3.23 · 10−2 3.24 · 10−2 0.347 %

IEEE 30 bus system 4.91 · 10−2 4.95 · 10−2 0.806 %

New England 39 6.26 · 10−2 6.30 · 10−2 0.620 %

IEEE 57 bus system 1.20 · 10−1 1.24 · 10−2 3.60 %

IEEE RTS 96 3.43 · 10−2 3.44 · 10−2 0.376 %

IEEE 118 bus system 2.60 · 10−2 2.61 · 10−2 0.557 %

IEEE 300 bus system 1.05 · 10−1 1.07 · 10−2 1.76 %

Polish 2383 bus system 3.99 · 10−2 4.02 · 10−2 0.764 %
(winter peak 1999/2000)

A tight & analytic guarantee: typical prediction error of ∼ 1%
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More back of the envelope calculations

QL = B EL(EL − ES)
Esource EloadB Qload

⇒ EL = ES/2
(

1 +
√

1 + 4QL/(BE 2
S )
)

= ES
2

(
1 +

√
1− QL/Qcrit

)

⇒ Taylor exp. for QL/Qcrit→0: EL ≈ ES (1 + QL/Qcrit)

general case: existence & approximation from implicit function thm

if all loads Qi are “sufficiently small” [D. Molzahn, B. Lesieutre, & C. DeMarco ’12]

if slack bus has “sufficiently large” ES [S. Bolognani & S. Zampieri ’12 & ’14]

if each source is above a “sufficiently large” Esource [B. Gentile et al. ’14]

if previous existence condition is met [J. Simpson-Porco, FD, & F. Bullo, ’16]
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Linear DC approximation extends to complex networks
verification via IEEE 37 bus distribution system (SoCal)

Reactive DC approximation [B. Gentile,

J. Simpson-Porco, FD, S. Zampieri, & F. Bullo, ’14]:

EL ≈ diag(E ∗L )
(
1 + Q−1

critQL

)
+ h.o.t.

0.37 0.5 1   2   3   4   5   
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

relative approximation error  [p.u.]

E∗
N [kV ]
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Discrete control actions for voltage stability

0 5 10 15 20 25 30
0.6

0 .7

0 .8

0 .9

1

1.1

1 shunts support voltage magnitudes, but hide proximity to collapse
⇒ ratios Ei/E

∗
i more useful than per-unit voltages

2 |Q−1
crit,89| > |Q−1

crit,87| means E8/E
∗
8 more sensitive to Q9 then to Q7

=⇒ place SVC at bus 9 to support E8 & increase stability margin
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Coupled & Lossy Power Flow

Coupling matters!

“As systems become more heavily loaded, nonlinearities
play an increasingly important role in power system
behavior . . . analysis tools should continue to work
reliably, even under extreme system conditions . . . the
P − V and Q − θ cross coupling terms become
significant.” — [Ian Hiskens, Proc. of IEEE ’95]
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This is not even really on the map
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Solving the two-node case
see exercise
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Simplest example shows surprisingly complex behavior

PV source, PQ load, & lossless line
B

after eliminating θ, there exists
Eload ∈ R≥0 if and only if

Observations:

1 P = 0 case consistent with
previous decoupled analysis

2 Q = 0 case delivers 1/2 transfer
capacity from decoupled case

3 intermediate cases Q = P tanφ
give so-called “nose curves”

P = B Esource Eload sin(θ)

Q = B E 2
load − B Esource Eload cos(θ)

P2−B E 2
source Q ≤ B2E 4

source / 4

Eload

Esource

Q

|B|E2
source

P

|B|E2
source
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Recommended reading to understand a glimpse
at least once in a life-time you should read chapter 2 . . .
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Coupled & lossy power flow in complex networks

I active power: Pi =
∑

j BijEiEj sin(θi − θj) + GijEiEj cos(θi − θj)
I reactive power: Qi = −∑j BijEiEj cos(θi − θj) + GijEiEj sin(θi − θj)

what makes it so much harder than the previous two node case?

losses, mixed lines, cycles, PQ-PQ connections, . . .

much theoretic work, qualitative understanding, & numeric approaches:

existence of solutions [Thorp, Schulz, & Ilić ’86, Wu & Kumagai ’82]

solution space [Hiskens & Davy ’01, Overbye & Klump ’96, Van Cutsem ’98, . . . ]

distance-to-failure [Venikov ’75, Abe & Isono ’76, Dobson ’89, Andersson & Hill ’93, . . . ]

convex relaxation approaches [Molzahn et al. ’12, Dvijotham et al. ’15]

little analytic & quantitative understanding beyond the two-node case
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“Whoever figures that one out [analysis of n > 2
node] wins a noble prize!”

— [Peter Sauer, lunch @ UIUC ’13]
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Transient Rotor
Angle Stability

“The crown jewel of power system stability!”

— [Janusz Bialek, skype call ’13]
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The crown jewel of power system stability
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Revisit of the two-node case — the forced pendulum
more complex than anticipated

B sin(θ)

generator motor

P1 P2

M θ̈ = −D θ̇ + P1 − P2 − 2B sin(θ) 2B sin(θ)
π0

|P1 − P2|

active
power

* *

θ

stable unstable

Local stability: ∃ local stable solution ⇔ B > |P1 − P2|/2

Global stability: depends on gap B > |P1 − P2|/2 and D/M ratio
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

(D/M) < (D/M)critical
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists

D > Dcritical
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D = Dcritical

✓ ✓ ✓

✓̇ ✓̇ ✓̇
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists

D > Dcritical
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D = Dcritical
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
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where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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systems) can be guaranteed to hold.
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
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of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
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and . These points are independent
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original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
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obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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and part of the stable manifold . Note that the transversality
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have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
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to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
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is generic. Alternatively, is the thin curve in the figure. With the
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As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.
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Now, these regions correspond exactly to the areas below and
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Fig. 4. For the lightly damped region below the curve the phase plot
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This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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standard deformation (4), (5) and varying from zero to one, we
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parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.
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and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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to , to vary in this second analysis. It should be evident to the reader,
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plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
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the assumptions of Theorem 1 can only be expected to hold for
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holds. Thus, this deformation (or others) cannot help in providing
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sally.
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rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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of using a one-parameter deformation as a means of establishing that
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one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)
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This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists

D > Dcritical

762 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 46, NO. 6, JUNE 1999

Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
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the values and .
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are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
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of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
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of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D = Dcritical
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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language of Section III. Since it would be difficult to visualize the
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area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.
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In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line
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This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,
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for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-
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area of Fig. 5. This is the only region where Theorem 1 applies,
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
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values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
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for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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systems) can be guaranteed to hold.
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists

D > Dcritical

762 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 46, NO. 6, JUNE 1999

Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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have a common part. Thus, is generic.
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situation in a five-parameter space, we will only allow , in addition
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values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
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is generic. Alternatively, is the thin curve in the figure. With the
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can repeat the procedure and find the set of parameter values
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for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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is of the type of Fig. 2, where the dynamic property does not hold. So
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obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
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the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
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All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.
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states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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is of the type of Fig. 2, where the dynamic property does not hold. So
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This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)
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This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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what has the study via deformation and one-parameter transversality
accomplished?
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the assumptions of Theorem 1 can only be expected to hold for
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
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sally.
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qualitative structure of the flow. The Kupka–Smale theorem (see [10])
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simplicity, assume is fixed. Is it reasonable to expect that will
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the values and .
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the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
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of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.
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provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D = Dcritical

✓ ✓ ✓

✓̇ ✓̇ ✓̇

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 46, NO. 6, JUNE 1999 761

The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
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each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical

762 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 46, NO. 6, JUNE 1999

Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
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holds. Thus, this deformation (or others) cannot help in providing
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As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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area of Fig. 5. This is the only region where Theorem 1 applies,
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obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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the desired dynamic property. This is now stated more precisely.
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often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
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parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line
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This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the
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to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
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where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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systems) can be guaranteed to hold.
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above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
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the following holds.
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Theorem 1 and its variations lie at the heart of the literature on the
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and dense in . Sometimes a slightly weaker notion is employed,
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and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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generic if it holds over an open and dense set of parameters.
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in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
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can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
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sections.
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parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
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however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
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for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).
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Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
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of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.
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condition is not satisfied.
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same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
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is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
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for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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is of the type of Fig. 2, where the dynamic property does not hold. So
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accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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expect that will be a residual set for similar reasons as , but
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residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
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If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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area of Fig. 5. This is the only region where Theorem 1 applies,
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same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D < Dcritical
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for several representative values of is depicted in the lines of Fig. 5.
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plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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systems) can be guaranteed to hold.
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is of the type of Fig. 2, where the dynamic property does not hold. So
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accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
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parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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should have the same uep’s on the stability boundary.
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system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists

D > Dcritical

762 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 46, NO. 6, JUNE 1999

Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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is of the type of Fig. 2, where the dynamic property does not hold. So
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accomplished?
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obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.
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provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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controlling uep is that the full system and the gradient system
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sally.
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area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
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Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
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3) A one-parameter deformation is not an appropriate tool to
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
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Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
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the desired dynamic property. This is now stated more precisely.
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the following holds.
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Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
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and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
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parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
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In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)
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This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion

Fig. 1. Phase plot of a single salient pole generator connected to an infinite
bus: .

cannot in general be drawn, because we are requiring that

where verifies . If is fixed, we can
expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
residual. Alternatively, the complementary set for which one-
parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
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The following result, quoted from [3], states that as long as
is satisfied along , then the uep’s on the stability

boundary are preserved throughout the deformation, yielding
the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
1) the equilibrium point is on the stability boundary

of (1) and (2) if and only if the equilibrium point
is on the stability boundary of (3)–(6).

2)

Theorem 1 and its variations lie at the heart of the literature on the
BCU method. This kind of statement, however, carries the complexity
over to the hypothesis, in particular to the one parameter transversality
condition, which is very difficult to verify. Thus, one could only gain
confidence in the BCU method in this fashion if one were convinced
that this assumption is always, or at least generically, satisfied for our
models. The study of such genericity is the content of the following
sections.

III. GENERIC PROPERTIES OVER A ONE-PARAMETER FAMILY
The argument of genericity is frequently invoked in mathematics

and its applications; the motivation is that certain pathological cases
of the mathematics, which have no likelihood of appearing as models,
should not be an obstacle for stating properties that hold almost
always.
For deterministic problems, a topological notion of genericity is

often employed. Given a family of models where the
parameter set is a topological space, we can say, following [7],
that a property is generic if it holds over where is open
and dense in . Sometimes a slightly weaker notion is employed,
allowing to be a residual set, i.e., a countable intersection of open
and dense sets (see [10]). Intuitively, these definitions imply that the
pathological set where the property does not hold is thin, in particular,
it has empty interior.
In the theory of dynamical systems, the object of study is the

system

(7)

where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
of genericity. In the qualitative study of dynamical systems, a
fundamental property (see [10] for details) is the following.

All equilibria and periodic orbits are hyperbolic and all the
corresponding stable and unstable manifolds intersect transver-
sally.

The failure of is related to bifurcations, i.e., changes in the
qualitative structure of the flow. The Kupka–Smale theorem (see [10])
states that for systems over a compact manifold, is in fact generic,
i.e., the set verifies is residual in . Can
such genericity be extended to a one-parameter family of systems,
rather than one? In other words, consider the family

which deforms to another system , as is done in (4) and (5). For
simplicity, assume is fixed. Is it reasonable to expect that will
hold over all generically over ? Clearly, the conclusion
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expect that will be a residual set for similar reasons as , but
the intersection of an uncountable family of such sets need not be
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parameter transversality fails is the union of over . While
each element in the union may be a thin set, their union over a real
parameter can have a nonempty interior. This explains the difficulty
of using a one-parameter deformation as a means of establishing that
two dynamical systems have the same qualitative properties. Unless
one can show transversality is satisfied, the deformation argument
is useless. For an illustration of this in a more elementary setting,
see [8].
Do these general remarks apply to the statements of Theorem 1? In

the following section we show that the one-parameter transversality
condition is broken over a thick set of systems for the case of the
one-machine-infinite-bus (OMIB) system.

IV. PARAMETRIC STUDY OF THE
ONE-MACHINE INFINITE-BUS PROBLEM

In this section we examine a single salient-pole generator connected
to an infinite bus through a lossless transmission line

(8)

(9)

This model is a differential equation with parameters ,
and . Since these parameters are physically motivated, it

is natural to study genericity in parameter space: a property will be
generic if it holds over an open and dense set of parameters.
In fact, (8) and (9) were used in [9] to study structural stability and,

in that case, only the parameter was varied, with the others fixed at
the values and .
As is common in these OMIB models, it is shown in [9] that there
are three possible structures for the phase plane, depending on how
the damping compares to a critical value . This
is illustrated in Figs. 1–3. In these figures, sep denotes the stable
equilibrium point of interest and the neighboring uep’s are

and . These points are independent
of .
If , a typical phase plot is shown in Fig. 1. In this case,

the region of stability for the sep is shaded and the boundary consists
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
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Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.
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the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.
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We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.
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the desired dynamic property. This is now stated more precisely.
Theorem 1: Let be a stable equilibrium point of (3)–(6) [or (1)

and (2)]. If is satisfied for (4) and (5) for every then
the following holds.
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and dense sets (see [10]). Intuitively, these definitions imply that the
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where is usually a vector field in (i.e., with continuous
derivatives). In this case, the topology of is natural for questions
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sally.
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in that case, only the parameter was varied, with the others fixed at
the values and .
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Fig. 2. Phase plot of a single salient pole generator connected to an infinite
bus: .

Fig. 3. Phase plot of a single salient pole generator connected to an infinite
bus: .

of the union of the stable manifolds and . For ,
the phase plot shown in Fig. 2 shows the region of stability bounded
by the stable manifold . The critical case, is shown in
Fig. 3, in which the stability region is bounded by the stable manifold

and part of the stable manifold . Note that the transversality
condition is satisfied in all cases except , where and

have a common part. Thus, is generic.
We now study the one-parameter transversality condition in the

language of Section III. Since it would be difficult to visualize the
situation in a five-parameter space, we will only allow , in addition
to , to vary in this second analysis. It should be evident to the reader,
however, that the situation would be no different if all parameters
were allowed to vary. With and varying, Fig. 4 represents the
values for which the critical phase plot of Fig. 3 occurs. The set
of parameter values which satisfy the condition is the complement
of the curve of Fig. 4. This is an open and dense set and the property
is generic. Alternatively, is the thin curve in the figure. With the
standard deformation (4), (5) and varying from zero to one, we
can repeat the procedure and find the set of parameter values
where the deformed system verifies . The complementary set
for several representative values of is depicted in the lines of Fig. 5.
As varies in , the union of these curves spans the com-

plementary set which is the shaded region of Fig. 5. The one
parameter transversality condition is satisfied only over the empty
area of Fig. 5. This is the only region where Theorem 1 applies,
therefore, the only region in which the desired dynamic property
(same uep’s in the stability boundary for full- and reduced-order
systems) can be guaranteed to hold.

Fig. 4. Parameter values for which the stable and unstable manifolds of the
unstable equilibria do not intersect transversally.

Fig. 5. Parameter values (shaded) for which the one-parameter transversality
condition is not satisfied.

Now, these regions correspond exactly to the areas below and
above the curve of Fig. 4. In fact, one could have arrived at the
same conclusion more directly by simply drawing phase plots of the
original system (8), (9) for parameter values in each of the regions of
Fig. 4. For the lightly damped region below the curve the phase plot
is of the type of Fig. 2, where the dynamic property does not hold. So
what has the study via deformation and one-parameter transversality
accomplished?
This is precisely the point: this deformation does not help in

obtaining guarantees for the BCU method, it simply reparameterizes
the set of bad parameter values in an indirect way. For this example,
the assumptions of Theorem 1 can only be expected to hold for
the region of parameters in which the dynamic property already
holds. Thus, this deformation (or others) cannot help in providing
a theoretical justification for the BCU method.

V. DISCUSSION AND CONCLUSIONS
We first summarize the main points of the preceding sections.
1) A requirement for the BCU method to be able to find the

controlling uep is that the full system and the gradient system
should have the same uep’s on the stability boundary.

2) The preceding requirement is not a generic property of power
system models.

3) A one-parameter deformation is not an appropriate tool to
provide theoretical justifications for this property: it merely
translates the problem into an unverifiable transversality con-
dition.

D = Dcritical

✓ ✓ ✓

✓̇ ✓̇ ✓̇
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Revisit of the two-node case — cont’d
the story is not complete . . . some further effects that we swept under the carpet

Voltage reduction: generator needs to provide reactive power for
voltage regulation – until saturation, then generator becomes PQ bus

⇡0

|P1 � P2|

active
power

* *

✓

stable unstable

⇡0

|P1 � P2|

active
power

✓

unstable* *stable

⇡ ✓

reactive
power

0

Load sensitivity: different behavior depending on load model: resistive,
constant power, frequency-dependent, dynamic, power electronics, . . .

Singularity-issues for coupled power flows (load voltage collapse)

Losses & higher-order dynamics change stability properties . . .

⇒ quickly run into computational approaches
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Primer on Lyapunov functions
on blackboard
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Transient stability in multi-machine power systems

generators:

loads:

θ̇i = ωi

Mi ω̇i = −Diωi + Pi −
∑

j
BijEiEj sin(θi − θj)

Qi = −
∑

j
BijEiEj cos(θi − θj)

Di θ̇i = Pi −
∑

j
BijEiEj sin(θi − θj)

Qi = −
∑

j
BijEiEj cos(θi − θj)

Challenge (improbable): faster-than-real-time transient stability assessment

Energy function methods for simple lossless models via Lyapunov function

V (ω, θ,E ) =
∑

i

1

2
Miω

2
i −
∑

i
Piθi−

∑
i
Qi log Ei−

∑
ij
BijEiEj cos(θi−θj)

Computational approaches: level sets of energy functions & unstable
equilibria, sum-of-squares methods, convex optimization approaches,
time-domain simulations, . . . (holy grail of power system stability)
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Hamiltonian analysis of the swing equations
more famously known as “energy function analysis” (see exercise)
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Outline

Brief Introduction

Power Network Modeling

Feasibility, Security, & Stability

Power System Control Hierarchy
Primary Control
Power Sharing
Secondary control
Experimental validation
(Optional material)

Power System Oscillations

Conclusions
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A plethora of control tasks and nested control layers
organized in hierarchy and separated by states & spatial/temporal/centralization scales

FRONT A

power system stabilizers

voltage regulation

wide-area
control automatic

generation control

SCADA &
monitoring dispatch, balancing,

& demand response

advanced

recovery

planning

deg
re

e 
of c

en
tr
al

iz
at

io
n

tim
e scale

low level device controllers

protection & breakers

spatial scalere
quir

ed
 m

odel
 k

now
le

dge

We will focus on frequency control & primary/secondary/tertiary layers.

All dynamics & controllers are interacting. Classification & hierarchy are for simplicity.
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Where are we on the map?
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Objectives



Hierarchical frequency control architecture & objectives

Power System

3. Tertiary control (offline)

Goal: optimize operation

Strategy: centralized & forecast

2. Secondary control (minutes)

Goal: maintain operating point
in presence of disturbances

Strategy: centralized

1. Primary control (real-time)

Goal: stabilize frequency
& share unknown load

Strategy: decentralized

Q: Is this layered & hierarchical

architecture still appropriate

for tomorrow’s power system?
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Is this hierarchical control architecture still appropriate?

Some recent developments

I increasing renewable integration
& deregulated energy markets

I bulk generation replaced by
distributed generation

I synchronous machines replaced
by power electronics sources

I low gas prices & substitutions

Some new problem scenarios

I alternative spinning reserves:
storage, load control, & DER

I networks of low-inertia &
distributed renewable sources

I small-footprint islanded systems
90 / 184

Need to adapt the control hierarchy in tomorrow’s grid

/perational challenges

I more uncertainty & less inertia

I more volatile & faster fluctuations

I plug’n’play control: fast, model-free,
& without central authority

,pportunities

I re-instrumentation: comm & sensors

I more & faster spinning reserves

I advances in control of cyber-
physical & complex systems

⇒ break vertical & horizontal hierarchy Power System
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Primary Control



Decentralized primary control of active power

Emulate physics of dissipative
coupled synchronous machines:

Mi θ̈ + Di θ̇i

= P∗i −
∑

j
Bij sin(θi − θj)

Conventional wisdom: physics
are naturally stable & sync fre-
quency reveals power imbalance

P/θ̇ droop control:

(ωi − ω∗) ∝ (P∗i − Pi (θ))

m
Di θ̇i = P∗i − Pi (θ)

Hz

power suppliedpower consumed

50
49 51

5248

recall: ωsync =
∑

i P
∗
i /Di

ωsync
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Putting the pieces together...

network physics

Diθ̇i = (P ∗
i − Pi(θ))

droop control

power balance: Pmech
i = P ∗

i + P c
i − Pi(θ)

power flow: Pi(θ) =
∑

j
Bij sin(θi − θj)

synchronous machines: Mi θ̈i + Di θ̇i = P∗i −
∑

j
Bij sin(θi − θj)

inverter sources &

controllable loads: Di θ̇i = P∗i −
∑

j
Bij sin(θi − θj)

passive loads &

power-point tracking sources: 0 = P∗i −
∑

j
Bij sin(θi − θj)
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Closed-loop stability under droop control

Theorem: stability of droop control [J. Simpson-Porco, FD, & F. Bullo, ’12]

active power flow is feasible =⇒ ∃ unique & exp. stable frequency sync

Main proof ideas and some further results:

• stability via Jacobian & Lyapunov arguments

• synchronization frequency: ωsync = ω∗ +

∑
sources P

∗
i +

∑
loads P

∗
i∑

sourcesDi
(∝ power balance)

• steady-state power injections: Pi =

{
P∗i (load #i)

P∗i − Di (ωsync−ω∗) (source #i)
(depend on Di & P∗i )
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Closed-loop stability?
see exercise
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power sharing &
economic optimality
under droop control

(sometimes in tertiary layer)

Tertiary control and energy management
an offline resource allocation and scheduling problem
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Tertiary control and energy management
an offline resource allocation and scheduling problem

minimize {cost of generation, losses, . . . }
subject to

equality constraints: power balance equations

inequality constraints: flow/injection/voltage constraints

logic constraints: commit generators yes/no

...
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Objective I: decentralized proportional load sharing

1) Sources have injection constraints: Pi (θ) ∈
[
0,P i

]

2) Load must be serviceable: 0 ≤
∣∣∣
∑

loads P
∗
j

∣∣∣ ≤
∑

sources P j

3) Fairness: load should be shared proportionally: Pi (θ) /P i = Pj(θ) /P j

load

source # 2source # 1

P1

P 1

P2

P 2
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Objective I: decentralized proportional load sharing

1) Sources have injection constraints: Pi (θ) ∈
[
0,P i

]

2) Load must be serviceable: 0 ≤
∣∣∣
∑

loads P
∗
j

∣∣∣ ≤
∑

sources P j

3) Fairness: load should be shared proportionally: Pi (θ) /P i = Pj(θ) /P j

A little calculation reveals in steady state:

Pi (θ)

P i

!
=

Pj(θ)

P j

⇒ P∗i − (Diωsync − ω∗)
P i

!
=

P∗j − (Djωsync − ω∗)
P i

. . . so choose
P∗i
P i

=
P∗j
P j

and
Di

P i

=
Dj

P j
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Objective I: decentralized proportional load sharing

1) Sources have injection constraints: Pi (θ) ∈
[
0,P i

]

2) Load must be serviceable: 0 ≤
∣∣∣
∑

loads P
∗
j

∣∣∣ ≤
∑

sources P j

3) Fairness: load should be shared proportionally: Pi (θ) /P i = Pj(θ) /P j

Theorem: fair proportional load sharing [J. Simpson-Porco, FD, & F. Bullo, ’12]

Let the droop coefficients be selected proportionally:

Di/P i = Dj/P j & P∗i /P i = P∗j /P j

The the following statements hold:

(i) Proportional load sharing: Pi (θ) /P i = Pj(θ) /P j

(ii) Constraints met: 0≤
∣∣∣
∑

loads P
∗
j

∣∣∣≤
∑

sources P j ⇔ Pi (θ) ∈
[
0,P i

]
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Constraints achieved by fair proportional load sharing
see exercise
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Objective I: fair proportional load sharing
proportional load sharing is not always the right objective

load

source # 2source # 1

source # 3
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Objective II: optimal power flow = tertiary control
an offline resource allocation/scheduling problem

minimize {cost of generation, losses, . . . }
subject to

equality constraints: power balance equations

inequality constraints: flow/injection/voltage constraints

logic constraints: commit generators yes/no

...

Will be discussed more in detail by Andrej.
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Objective II: simple economic dispatch
minimize the total accumulated generation (many variations possible)

minimize θ∈Tn , u∈RnI J(u) =
∑

sources
αiu

2
i

subject to

source power balance: P∗i + ui = Pi (θ)

load power balance: P∗i = Pi (θ)

branch flow constraints: |θi − θj | ≤ γij < π/2

A simpler & equivalent (in the strictly feasible case) problem formulation:

minimize θ∈Tn , u∈RnI J(u) =
∑

sources
αiu

2
i

subject to

power balance:
∑

i
P∗i +

∑
i
ui = 0
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The abc of resource allocation
on blackboard
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Objective II: simple economic dispatch
minimize the total accumulated generation (many variations possible)

minimize θ∈Tn , u∈RnI J(u) =
∑

sources
αiu

2
i

subject to

source power balance: P∗i + ui = Pi (θ)

load power balance: P∗i = Pi (θ)

branch flow constraints: |θi − θj | ≤ γij < π/2

Unconstrained case: identical marginal costs αiu
∗
i = αju

∗
j at optimality

In conventional power system operation, the economic dispatch is

solved offline, in a centralized way, & with a model & load forecast

In a grid with distributed energy resources, the economic dispatch should be

solved online, in a decentralized way, & without knowing a model
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Objective II: decentralized dispatch optimization

Insight: droop-controlled system = decentralized optimization algorithm

Theorem: optimal droop [FD, Simpson-Porco, & Bullo ’13, Zhao, Mallada, & FD ’14]

The following statements are equivalent:

(i) the economic dispatch with cost coefficients αi is strictly feasible
with global minimizer (θ∗, u∗).

(ii) ∃ droop coefficients Di such that the power system possesses a
unique & locally exp. stable sync’d solution θ.

If (i) & (ii) are true, then θi∼θ∗i , u∗i =−Di (ωsync−ω∗), & Diαi = Djαj .

includes proportional load sharing αi ∝ 1/P i

similar results hold for strictly convex & differentiable cost
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Sketch of the main proof ideas
see exercise
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Some quick simulations & extensions

IEEE 39 New England
with load step at 1s
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t →∞: convergence to
identical marginal costs
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t →∞: frequency
∝ power imbalance

⇒ strictly convex & differentiable cost

J(u) =
∑

sources Ji (ui )

⇒ non-linear frequency droop curve

J ′i
−1

(θ̇i ) = P∗i − Pi (θ)

⇒ include dead-bands, saturation, etc.
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Secondary Control



Secondary frequency control

Problem: steady-state frequency
deviation (ωsync 6= ω∗)

Solution: integral control
of frequency error

Basics of integral control 1
s :

ωsync

1 discrete time: ui (t + 1) = ui (t) + k · θ̇i (t) with gain k > 0

2 continuous-time: ui (t) = k ·
∫ t

0 θ̇i (τ) dτ or u̇i (t) = k ·θ̇i (t)

⇒ θ̇i (t) is zero in (a possibly stable) steady state

⇒ add additional injection ui (t) to droop control
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Decentralized secondary integral frequency control

1
s add local integral controller

to every droop controller

⇒ zero frequency deviation X
⇒ nominally globally stabilizing

[C. Zhao, E. Mallada, & FD, ’14] X

/ every integrator induces a 1d
equilibrium subspace

/ injections live in subspace of
dimension # integrators

/ load sharing & economic
optimality are lost . . .

/ unstable in presence of biased
noise [M. Andreasson et al. ’14]
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Figure 9.8 Supplementary control added to the turbine governing system.

shown by the dashed line, consists of an integrating element which adds a control signal !Pω that is
proportional to the integral of the speed (or frequency) error to the load reference point. This signal
modifies the value of the setting in the Pref circuit thereby shifting the speed–droop characteristic
in the way shown in Figure 9.7.

Not all the generating units in a system that implements decentralized control need be equipped
with supplementary loops and participate in secondary control. Usually medium-sized units are
used for frequency regulation while large base load units are independent and set to operate at a pre-
scribed generation level. In combined cycle gas and steam turbine power plants the supplementary
control may affect only the gas turbine or both the steam and the gas turbines.

In an interconnected power system consisting of a number of different control areas, secondary
control cannot be decentralized because the supplementary control loops have no information as to
where the power imbalance occurs so that a change in the power demand in one area would result
in regulator action in all the other areas. Such decentralized control action would cause undesirable
changes in the power flows in the tie-lines linking the systems and the consequent violation of the
contracts between the cooperating systems. To avoid this, centralized secondary control is used.

In interconnected power systems, AGC is implemented in such a way that each area, or subsystem,
has its own central regulator. As shown in Figure 9.9, the power system is in equilibrium if, for each
area, the total power generation PT, the total power demand PL and the net tie-line interchange
power Ptie satisfy the condition

PT − (PL + Ptie) = 0. (9.8)

The objective of each area regulator is to maintain frequency at the scheduled level (frequency
control) and to maintain net tie-line interchanges from the given area at the scheduled values (tie-
line control). If there is a large power balance disturbance in one subsystem (caused for example by
the tripping of a generating unit), then regulators in each area should try to restore the frequency
and net tie-line interchanges. This is achieved when the regulator in the area where the imbalance
originated enforces an increase in generation equal to the power deficit. In other words, each
area regulator should enforce an increased generation covering its own area power imbalance and
maintain planned net tie-line interchanges. This is referred to as the non-intervention rule.

control
area

remainder
control
areas

PT

PL

Ptie

Figure 9.9 Power balance of a control area.

turbine governor integral control loop
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Simulations cont’d

IEEE 39 New England with
decentralized PI control
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Why does decentralized integral control not work?
see exercise
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Automatic generation control (AGC)

ACE area control error =

{ frequency error } +

{ generation - load - tie-line flow }

1
s centralized integral control:

p(t) =

∫ t

0
ACE(τ) dτ

generation allocation:
ui (t) = λip(t), where λi is

generation participation factor
(in our case λi = 1/αi )

⇒ assures identical marginal
costs: αiui = αjuj

, load sharing & economic
optimality are recovered

control

area

remainder

control

areas

P
T

PL

Ptie

      

generation

load

load

generation

tie-line flow

frequency error

1

s

+
ACE

++

-
-

λ1

λ2
u2

u1p

λn
un

AGC implementation
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Drawbacks of conventional secondary frequency control

interconnected systems

• centralized automatic
generation control (AGC)

control

area

remainder

control

areas

P
T

PL

Ptie

      

generation

load

compatible with econ. dispatch
[N. Li, L. Chen, C. Zhao, & S. Low ’13]

isolated systems
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Figure 9.8 Supplementary control added to the turbine governing system.

shown by the dashed line, consists of an integrating element which adds a control signal !Pω that is
proportional to the integral of the speed (or frequency) error to the load reference point. This signal
modifies the value of the setting in the Pref circuit thereby shifting the speed–droop characteristic
in the way shown in Figure 9.7.

Not all the generating units in a system that implements decentralized control need be equipped
with supplementary loops and participate in secondary control. Usually medium-sized units are
used for frequency regulation while large base load units are independent and set to operate at a pre-
scribed generation level. In combined cycle gas and steam turbine power plants the supplementary
control may affect only the gas turbine or both the steam and the gas turbines.

In an interconnected power system consisting of a number of different control areas, secondary
control cannot be decentralized because the supplementary control loops have no information as to
where the power imbalance occurs so that a change in the power demand in one area would result
in regulator action in all the other areas. Such decentralized control action would cause undesirable
changes in the power flows in the tie-lines linking the systems and the consequent violation of the
contracts between the cooperating systems. To avoid this, centralized secondary control is used.

In interconnected power systems, AGC is implemented in such a way that each area, or subsystem,
has its own central regulator. As shown in Figure 9.9, the power system is in equilibrium if, for each
area, the total power generation PT, the total power demand PL and the net tie-line interchange
power Ptie satisfy the condition

PT − (PL + Ptie) = 0. (9.8)

The objective of each area regulator is to maintain frequency at the scheduled level (frequency
control) and to maintain net tie-line interchanges from the given area at the scheduled values (tie-
line control). If there is a large power balance disturbance in one subsystem (caused for example by
the tripping of a generating unit), then regulators in each area should try to restore the frequency
and net tie-line interchanges. This is achieved when the regulator in the area where the imbalance
originated enforces an increase in generation equal to the power deficit. In other words, each
area regulator should enforce an increased generation covering its own area power imbalance and
maintain planned net tie-line interchanges. This is referred to as the non-intervention rule.

control
area

remainder
control
areas

PT

PL

Ptie

Figure 9.9 Power balance of a control area.

nominally globally stabilizing
[C. Zhao, E. Mallada, & FD, ’14]

centralized &
not

applicable to DER

does not maintain

economic optimality

Distributed energy resources require distributed (!) secondary control.
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Drawbacks of conventional secondary frequency control

interconnected systems

• centralized automatic
generation control (AGC)

control

area

remainder

control

areas

P
T
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Ptie

      

generation

load

compatible with econ. dispatch
[N. Li, L. Chen, C. Zhao, & S. Low ’13]
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Figure 9.8 Supplementary control added to the turbine governing system.

shown by the dashed line, consists of an integrating element which adds a control signal !Pω that is
proportional to the integral of the speed (or frequency) error to the load reference point. This signal
modifies the value of the setting in the Pref circuit thereby shifting the speed–droop characteristic
in the way shown in Figure 9.7.

Not all the generating units in a system that implements decentralized control need be equipped
with supplementary loops and participate in secondary control. Usually medium-sized units are
used for frequency regulation while large base load units are independent and set to operate at a pre-
scribed generation level. In combined cycle gas and steam turbine power plants the supplementary
control may affect only the gas turbine or both the steam and the gas turbines.

In an interconnected power system consisting of a number of different control areas, secondary
control cannot be decentralized because the supplementary control loops have no information as to
where the power imbalance occurs so that a change in the power demand in one area would result
in regulator action in all the other areas. Such decentralized control action would cause undesirable
changes in the power flows in the tie-lines linking the systems and the consequent violation of the
contracts between the cooperating systems. To avoid this, centralized secondary control is used.

In interconnected power systems, AGC is implemented in such a way that each area, or subsystem,
has its own central regulator. As shown in Figure 9.9, the power system is in equilibrium if, for each
area, the total power generation PT, the total power demand PL and the net tie-line interchange
power Ptie satisfy the condition

PT − (PL + Ptie) = 0. (9.8)

The objective of each area regulator is to maintain frequency at the scheduled level (frequency
control) and to maintain net tie-line interchanges from the given area at the scheduled values (tie-
line control). If there is a large power balance disturbance in one subsystem (caused for example by
the tripping of a generating unit), then regulators in each area should try to restore the frequency
and net tie-line interchanges. This is achieved when the regulator in the area where the imbalance
originated enforces an increase in generation equal to the power deficit. In other words, each
area regulator should enforce an increased generation covering its own area power imbalance and
maintain planned net tie-line interchanges. This is referred to as the non-intervention rule.

control
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Figure 9.9 Power balance of a control area.

nominally globally stabilizing
[C. Zhao, E. Mallada, & FD, ’14]

centralized &
not

applicable to DER

does not maintain

economic optimality

Distributed energy resources require distributed (!) secondary control.
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An incomplete literature review of a busy field

ntwk with unknown disturbances ∪ integral control ∪ distributed averaging

all-to-all source frequency & injection averaging [Q. Shafiee, J. Vasquez, & J. Guerrero,

’13] & [H. Liang, B. Choi, W. Zhuang, & X. Shen, ’13] & [M. Andreasson, D. V.

Dimarogonas, K. H. Johansson, & H. Sandberg, ’12]

optimality w.r.t. economic dispatch [E. Mallada & S. Low, ’13] & [M. Andreasson, D.

V. Dimarogonas, K. H. Johansson, & H. Sandberg, ’13] & [X. Zhang and

A. Papachristodoulou, ’13] & [N. Li, L. Chen, C. Zhao & S. Low ’13]

ratio consensus & dispatch [S.T. Cady, A. Garcıa-Domınguez, & C.N. Hadjicostis, ’13]

load balancing in Port-Hamiltonian networks [J. Wei & A. Van der Schaft, ’13]

passivity-based network cooperation and flow optimization [M. Bürger, D. Zelazo, &

F. Allgöwer, ’13, M. Bürger & C. de Persis ’13, He Bai & S.Y. Shafi ’13]

distributed PI avg optimization [G. Droge, H. Kawashima, & M. Egerstedt, ’13]

PI avg consensus [R. Freeman, P. Yang, & K. Lynch ’06] & [M. Zhu & S. Martinez ’10]

decentralized “practical” integral control [N. Ainsworth & S. Grijalva, ’13]

The following idea precedes most references, it’s simpler, & it’s more robust.
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Let’s derive a simple distributed control strategy
on blackboard
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Distributed Averaging PI (DAPI) control

Di θ̇i = P∗i − Pi (θ)− Ωi

ki Ω̇i = Di θ̇i−
∑

j ⊆ sources

aij · (αiΩi−αjΩj)

• no tuning & no time-scale

separation: ki ,Di > 0

• recovers optimal dispatch

• distributed & modular:

connected comm. network

• has seen many extensions
[C. de Persis et al., H. Sandberg et al.,

J. Schiffer et al., M. Zhu et al., . . . ]

Power System

Secondary

Primary

Tertiary

Secondary Secondary

Primary

Tertiary

Primary

Tertiary

P1 P2 Pnθ̇1 θ̇nθ̇2

Ω2 ΩnΩ1θ̇1 θ̇2 θ̇n

α2Ω2

α1Ω1

…

…

…

Theorem: stability of DAPI
[J. Simpson-Porco, FD, & F. Bullo ’12]

[C. Zhao, E. Mallada, & FD ’14]

primary droop controller works

⇐⇒
secondary DAPI controller works
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Simulations cont’d

IEEE 39 New England with
distributed DAPI control
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Plug’n’play architecture
flat hierarchy, distributed, no time-scale separations, & model-free

source # 1
…
…
…

Power System
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We can do similar things on the reactive power side

Voltage Stabilization in Microgrids
via Quadratic Droop Control

John W. Simpson-Porco, Member, IEEE, Florian Dörfler, Member, IEEE, and Francesco Bullo, Fellow, IEEE

Abstract—We consider the problem of voltage stability and
reactive power balancing in islanded small-scale electrical net-
works outfitted with DC/AC inverters (“microgrids”). A droop-
like voltage feedback controller is proposed which is quadratic
in the local voltage magnitude, allowing for the application of
circuit-theoretic analysis techniques to the closed-loop system.
The operating points of the closed-loop microgrid are in exact
correspondence with the solutions of a reduced power flow
equation, and we provide explicit solutions and small-signal
stability analyses under several static and dynamic load models.
Controller optimality is characterized as follows: we show a one-
to-one correspondence between the high-voltage equilibrium of
the microgrid under quadratic droop control, and the solution
of an optimization problem which minimizes a trade-off between
reactive power dissipation and voltage deviations. Power sharing
performance of the controller is characterized as a function of
the controller gains, network topology, and parameters. Perhaps

(a) (b)

Fig. 1. (a) Schematic of a “parallel” microgrid, in which several inverters
supply power to a distribution bus (effectively a single load) (b) A simple
non-parallel microgrid consisting of five loads and three inverters .

Real-time Decentralized Voltage Control in Distribution Networks

Na Li, Guannan Qu, Munther Dahleh

Abstract— Voltage control plays an important role in the
operation of electricity distribution networks, especially when
there is a large penetration of renewable energy resources. In
this paper, we focus on voltage control through reactive power
compensation and study how different information structures
affect the control performance. In particular, we first show
that only using voltage measurements to determine reactive
power compensation is insufficient to maintain voltage in the
acceptable range. Then we proposes two fully decentralized
algorithms by slightly adding additional information into the
control design. The two algorithms are guaranteed to stabilize
the voltage in the acceptable range regardless of the system op-
erating condition. The one with higher complexity can further
minimize a cost of reactive power compensation in a particular
form. Both of the two algorithms use only local measurements
and local variables and require no communication.

constraints yet guarantee the overall system performance. In
general, in the low/medium voltage distribution networks,
only a small portion of buses are monitored, individuals
are unlikely to announce their generation or load profile,
and the availability of DERs are fluctuating and uncertain.
All of these facts demand decentralized algorithms for the
voltage control. Each control component adjusts its reactive
power input based on the local signals that are easy to
measure, to calculate, or to communicate. The local infor-
mation dependence facilitates the realtime implementation of
those algorithms. In fact, there exist classes of inverter-based
local voltage control schemes that only use local voltage
measurements [5], [6]. However, it remains as a daunting
challenge to guarantee the performance of the control rules,

October 1 - 3, 2014

Voltage stability and reactive power sharing in inverter-based
microgrids with consensus-based distributed voltage control

Johannes Schiffer, Thomas Seel, Jörg Raisch, Tevfik Sezi

Abstract—We propose a consensus-based distributed voltage
control (DVC), which solves the problem of reactive power shar-
ing in autonomous inverter-based microgrids with dominantly
inductive power lines and arbitrary electrical topology. Opposed
to other control strategies available thus far, the control presented
here does guarantee a desired reactive power distribution in
steady-state while only requiring distributed communication
among inverters, i.e., no central computing nor communication
unit is needed. For inductive impedance loads and under the
assumption of small phase angle differences between the output
voltages of the inverters, we prove that the choice of the control
parameters uniquely determines the corresponding equilibrium
point of the closed-loop voltage and reactive power dynamics. In
addition, for the case of uniform time constants of the power
measurement filters, a necessary and sufficient condition for

Essential components in power systems are so-called grid-
forming units. In AC networks, these units have the task
to provide a synchronous frequency and a certain voltage
level at all buses in the network, i.e., to provide a stable
operating point. Analyzing under which conditions such an
operating point can be provided and maintained, naturally
leads to the problems of frequency and voltage stability. In
conventional power systems, grid-forming units are SGs. In
inverter-based microgrids, however, grid-forming capabilities
have to be provided by inverter-interfaced sources [6], [7].
Inverters operated in grid-forming mode can be represented
as ideal AC voltage sources [5]–[9].

Voltage stress minimization by optimal reactive power control
Marco Todescato, John W. Simpson-Porco, Florian Dörfler, Ruggero Carli and Francesco Bullo

Abstract—A standard operational requirement in power sys-
tems is that the voltage magnitudes lie within prespecified
bounds. Conventional engineering wisdom suggests that such a
tightly-regulated profile, imposed for system design purposes and
good operation of the network, should also guarantee a secure
system, operating far from static bifurcation instabilities such
as voltage collapse. In general however, these two objectives
are distinct and must be separately enforced. We formulate an
optimization problem which maximizes the distance to voltage
collapse through injections of reactive power, subject to power
flow and operational voltage constraints. By exploiting a linear
approximation of the power flow equations we arrive at a
convex reformulation which can be efficiently solved for the

boundary, or repeated computation of loading margins over
various directions in parameter-space [11].

As stressed, voltage support and distance to collapse are
often analyzed separately in power systems although they are
intrinsically related through the well known principle of reac-
tive power injection. Combining the two problems represents
the first contribution of the paper which is threefold. Indeed
the ultimate goal in voltage support problems is the security
task to confine the voltage magnitudes within predetermined
bounds, as suggested by conventional engineering wisdom.
Here, we follow an alternative approach: we define a particular
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Equilibrium and Dynamics of Local Voltage Control in Distribution
Systems

Masoud Farivar Lijun Chen Steven Low

Abstract— We consider a class of local volt/var control
schemes where the control decision on the reactive power
at a bus depends only on the local bus voltage. These local
algorithms form a feedback dynamical system and collectively
determine the bus voltages of a power network. We show that
the dynamical system has a unique equilibrium by interpreting
the dynamics as a distributed algorithm for solving a certain
convex optimization problem whose unique optimal point is the
system equilibrium. Moreover, the objective function serves as
a Lyapunov function implying global asymptotic stability of
the equilibrium. The optimization based model does not only
provide a way to characterize the equilibrium, but also suggests
a principled way to engineer the control. We apply the results
to study the parameter setting for the inverter-based volt/var
control in the proposed IEEE 1547.8 standard.

a transmission system; see, e.g., [7]. We use a linear branch
flow model similar to the Simplified DistFlow equations
introduced in [4]. The linear branch flow model and the
local volt/var control form a closed loop dynamical system
(Section II). We show that the dynamical system has a unique
equilibrium point and characterize it as the unique optimal
solution of a certain convex optimization problem (Section
III). The optimization problem has a simple interpretation:
the local volt/var control tries to achieve an optimal tradeoff
between minimizing the cost of voltage deviations and mini-
mizing the cost of reactive power provisioning. Moreover, the
objective of the optimization problem serves as a Lyapunov
function of the dynamical system under local volt/var con-
trol, implying global asymptotic stability of the equilibrium.

Optimal Power Flow Pursuit
Emiliano Dall’Anese and Andrea Simonetto

Abstract—This paper considers distribution networks featur-
ing inverter-interfaced distributed energy resources, and develops
distributed feedback controllers that continuously drive the in-
verter output powers to solutions of AC optimal power flow (OPF)
problems. Particularly, the controllers update the power setpoints
based on voltage measurements as well as given (time-varying)
OPF targets, and entail elementary operations implementable
onto low-cost microcontrollers that accompany power-electronics
interfaces of gateways and inverters. The design of the control
framework is based on suitable linear approximations of the
AC power-flow equations as well as Lagrangian regularization
methods. Convergence and OPF-target tracking capabilities of
the controllers are analytically established. Overall, the proposed
method allows to bypass traditional hierarchical setups where

with convex reformulations/approximations of the OPF, and

utilize iterative primal-dual-type methods to decompose the

solution of the OPF task across devices [8], [13], [14].

OPF approaches have been successfully applied to optimize

the operation of transmission systems. However, the time

required to collect all the problem inputs (e.g., loads across the

network and available RES powers) and solve the OPF task

may not be consistent with underlying distribution-systems

dynamics. For example, Figure 1 provides a snapshot of the

loading of five secondary transformers located in a distribution

feeder in Anatolia, CA [15]; in this case, it is apparent

that the inverter setpoints should be updated every second in

A distributed control strategy for reactive
power compensation in smart microgrids

Saverio Bolognani and Sandro Zampieri

Abstract—We consider the problem of optimal reactive power
compensation for the minimization of power distribution losses
in a smart microgrid. We first propose an approximate model
for the power distribution network, which allows us to cast the
problem into the class of convex quadratic, linearly constrained,
optimization problems. We then consider the specific problem of
commanding the microgenerators connected to the microgrid,
in order to achieve the optimal injection of reactive power.
For this task, we design a randomized, gossip-like optimization
algorithm. We show how a distributed approach is possible,
where microgenerators need to have only a partial knowledge
of the problem parameters and of the state, and can perform
only local measurements. For the proposed algorithm, we provide

portion of the low-voltage power distribution network that
is managed autonomously from the rest of the network,
in order to achieve better quality of the service, improve
efficiency, and pursue specific economic interests. Together
with the loads connected to the microgrid (both residential and
industrial customers), we also have microgeneration devices
(solar panels, combined heat-and-power plants, micro wind
turbines, etc.). These devices are connected to the microgrid
via electronic interfaces (inverters), whose main task is to
enable the injection of the produced power into the microgrid.
However, these devices can also perform different other tasks,
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Much recent work on reactive power control

heuristic linear Q/E droop: (Ei − E ∗i ) ∝ (Q∗i − Qi (E ))

sometimes with integrator & nonlinearities [J. Simpson-Porco et. al. ’16]

reactive power sharing DAPI [J. Simpson-Porco et. al. ’15, J. Schiffer et al. ’16]

κi ėi =
∑

j⊆sources

aij ·
(
Qi/Qi − Qj/Qj

)
− εei

voltage regulation [M. Farivar et al. ’13]: κi ėi = Ei − E ∗i

loss minimization: minimize
∑
{i ,j}∈E Bij(Ei − Ej)

2 [N. Li et al. ’14]

robustness margins: maximize det (Jacobian) [M. Todescato et al. ’16]

maximize reative reserves s.t. flat voltage profile Ei ≈ 1 [RTE France]

Main distinction to active power: while each of these objectives is
individually feasible, they are also all mutually exclusive . . .
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A great unifying perspective on secondary control
pretty much incorporating everything that we’ve discussed this far

ar
X

iv
:1

51
0.

05
42

0v
1 

 [m
at

h.
O

C]
  1

9 
O

ct
 2

01
5

1

A unifying energy-based approach to optimal frequency and market
regulation in power grids

Tjerk Stegink and Claudio De Persis and Arjan van der Schaft

Abstract—In this paper we provide a unifying energy-based
approach to the modeling, analysis and control of power systems
and markets, which is based on the port-Hamiltonian framework.
Using a primal-dual gradient method applied to the social
welfare problem, a distributed dynamic pricing algorithm in
port-Hamiltonian form is obtained. By interconnection with
the physical model a closed-loop port-Hamiltonian system is
obtained, whose properties are exploited to prove asymptotic
stability to the optimal points. This result is extended such
that also general nodal power constraints are included into the
social welfare problem. Additionally, the cases of line congestion
and power transmission cost in (a)cyclic networks considering
(non)linear power flow models are covered as well. Finally, we
provide port-Hamiltonian descriptions and analysis of the well
studied distributed averaging proportional integral (DAPI) and
certain internal-model-based controllers, which solve an optimal
frequency regulation problem.

Index Terms—port-Hamiltonian, frequency regulation, convex
optimization, dynamic pricing, distributed control.

I. INTRODUCTION

Provisioning energy has become increasingly complicated
due to several reasons, including the increased share of re-
newables. As a result, the generators operate more often near
their capacity limits and transmission line congestion occurs
more frequently.

One effective approach to alleviate some of these challenges
is to use real-time dynamic pricing as a control method [1].
This feedback mechanism encourages the consumers to change
their usage when it is difficult for the generators and the
network to match the demand. However, existing dynamic
pricing algorithms often neglect the physical dynamics of
the grid, and focus on the economic part of optimal supply-
demand matching [12], [18]. At the same time, the coupling
between the solution of the optimization problem and the
physical dynamics is essential for guaranteeing stability of
both the frequency and the power market [2], [13], [26].

One of the objectives in the control of power networks is to
have producers and consumers to fairly share utilities and costs
associated with the generation and consumption of energy.
The challenge of achieving this while the grid operates within
its capacity limits, is called the social welfare problem [12].
In this paper we study the social welfare problem, with the

This work is supported by the NWO (Netherlands Organisation for Scien-
tific Research) programme Uncertainty Reduction in Smart Energy Systems
(URSES).

T.W. Stegink and C. De Persis are with the Engineering and Technology
institute Groningen (ENTEG), Mathematics and Computer Science, University
of Groningen, 9747 AG Groningen, The Netherlands. {t.w.stegink,
c.de.persis}@rug.nl

A.J. van der Schaft is with Johann Bernoulli Institute for Mathematics
and Computer Science, University of Groningen, Nijenborgh 9, 9747 AG
Groningen, the Netherlands. a.j.van.der.schaft@rug.nl

additional requirement of achieving zero frequency deviation
with respect to the nominal value (e.g. 50 Hz), under the
assumption that the voltages amplitudes are regulated to be
constant. The second problem we consider is to minimize
the total (quadratic) generation cost in the presence of a
constant unknown and uncontrollable power consumption,
while achieving zero frequency deviation. In the sequel, this
will be referred to as the optimal frequency regulation problem.

In this paper, we propose a novel approach for the modeling,
analysis and control of smart grids based on energy functions,
both for the physical network as well as for the (price-based)
controller designs. Since energy is the main quantity of interest
in power systems, the port-Hamiltonian framework is a natural
approach to deal with the problem. The passivity property that
port-Hamiltonian systems admit by definition, has been proven
very useful in network flow theory [24]. Moreover, it allows
for a straightforward interconnection between smaller subsys-
tems and therefore the port-Hamiltonian framework lends itself
to deal with large scale systems like power networks. More
surprisingly, as shown in this paper and our previous work
[21], the framework also allows for the integration of dynamic
pricing algorithms. In fact, a key contribution of the paper is to
show how the port-Hamiltonian model of the physical network
can be combined with a port-Hamiltonian model of dynamics
pricing controllers.

A common method to solve an optimization problem is
the primal-dual gradient method [3], [11]. The literature on
the gradient method has become quite extensive over the last
decades, starting with the monograph [3]. Also in power grids
this is a commonly used approach to design optimal distributed
controllers [13], [15], [19], [25], [26], [28]. The problem
formulation vary in these papers, with the focus being on either
the generation side [13], [19], the load side [15] or both [25],
[26], [27], [28]. However, while the optimization problems
vary from case to case, the controller design procedure based
on the gradient method remains similar. Providing a systematic
and unifying approach to design such controllers is one of the
key contributions of this paper. We will elaborate on this in
the following two paragraphs.

With respect to the literature focusing on both optimal
generation and load control [25], [26], [27], [28], perhaps
the results established in [28] are the most similar to the
results presented in this paper. In contrast to [28], we de-
sign a gradient-method-based controller in such a way that
there exists a power-preserving interconnection between the
physical system and the controller. This makes the stability
analysis of the closed-loop system convenient and moreover,
we do not have to restrict the controller design parameters
for guaranteeing asymptotic stability as is required in [26],
[27], [28]. Another contribution is that in addition to nodal

1

A modular design of incremental Lyapunov
functions for microgrid control with power sharing

C. De Persis and N. Monshizadeh

Abstract—In this paper we contribute a theoretical framework
that sheds a new light on the problem of microgrid analysis
and control. The starting point is an energy function comprising
the kinetic energy associated with the elements that emulate the
rotating machinery and terms taking into account the reactive
power stored in the lines and dissipated on shunt elements.
We then shape this energy function with the addition of an
adjustable voltage-dependent term, and construct incremental
storage functions satisfying suitable dissipation inequalities. Our
choice of the voltage-dependent term depends on the voltage
dynamics/controller under investigation. Several microgrids dy-
namics that have similarities or coincide with dynamics already
considered in the literature are captured in our incremental
energy analysis framework. The twist with respect to existing
results is that our incremental storage functions allow for a
large signal analysis of the coupled microgrid obviating the need
for simplifying linearization techniques and for the restrictive
decoupling assumption in which the frequency dynamics is fully
separated from the voltage one. A complete Lyapunov stability
analysis of the various systems is carried out along with a
discussion on their active and reactive power sharing properties.

I. INTRODUCTION

Microgrids have been envisioned as one of the leading
technologies to increase the penetration of renewable energies
in the power market. A thorough discussion of the techno-
logical, physical and control-theoretic aspects of microgrids is
provided in many interesting comprehensive works, including
[44], [43], [18], [2], [28].

Power electronics allows inverter in the microgrids to emu-
late desired dynamic behavior. This is an essential feature since
when the microgrid is in grid forming mode, inverters have to
inject active and reactive power in order to supply the loads
in a shared manner and maintain the desired frequency and
voltage values at the nodes. Hence, much work has focused
on the design of dynamics for the inverters that achieve
these desired properties and this effort has involved both
practitioners and theorists, all providing a myriad of solutions,
whose performance has been tested mainly numerically and
experimentally.

The main obstacle however remains a systematic design of
the microgrid controllers that achieve the desired properties
in terms of frequency and voltage regulation with power
sharing. The difficulty lies in the complex structure of these
systems, comprising dynamical models of inverters and loads
that are physically interconnected via exchange of active
and reactive power. In quasi steady state working conditions,

C. De Persis and N. Monshizadeh are with the ENTEG and J.C. Willems
Center for Systems and Control, University of Groningen, the Netherlands.
E-mail: {c.de.persis, n.monshizadeh}@rug.nl.

these quantities are sinusoidal terms depending on the voltage
phasor relative phases. As a result, mathematical models of
microgrids reduce to high-order oscillators interconnected via
sinusoidal coupling. Moreover the coupling weights depend on
the voltage magnitudes, which obey extra coupled dynamics.
Two additional features complicate the situation: the presence
of loads typically leads to differential-algebraic models and
the presence of unmeasured loads requires controllers that can
deal with such uncertainty.

To deal with the complexity of these dynamical models a
common assumption is to decouple frequency and voltage dy-
namics thus to enable a separate analysis of the two dynamics.
Once separated, the two dynamics are simpler to analyze and
the presence of algebraic constraints can be investigated. In
this case, a common tool to infer stability results is to rely
on small signal arguments that focus on a linearized model
of the system; see e.g. [34]. Results that deal with the fully
coupled system are also available ([29], [41], [24]). In this
case, the results mainly concern network-reduced models with
primary control, namely stability rather than stabilization of
the equilibrium solution. Furthermore, lossy transmission lines
can also be studied ([13], [41], [4], [41], [24], and also [9]).

In spite of these many advances, what is still missing is a
comprehensive approach to deal with the analysis and control
design for microgrids. In this paper we provide a contribution
in this direction. The starting point is the energy function
associated with the system, a combination of kinetic and
potential energy. Relying on an extended notion of incremental
dissipativity, a variety of shifted Lyapunov functions whose
critical points have desired features are constructed. The
construction is inspired by works in the control of networks in
the presence of disturbances, which makes use of incremental
passivity and internal model controllers ([36], [5], [23]). The
Lyapunov functions that we design encompass several micro-
grid dynamics that have appeared in the literature, including
the conventional droop controller ([44], [29]), the quadratic
droop controller [34], and the reactive power consensus dy-
namics ([30]). Our analysis, however, suggests suitable modifi-
cations (such as a suitable voltage-dependent weighting of the
reactive power consensus dynamics of [30]) and inspires new
controllers, such as the so-called reactive current controller.
Our approach has two additional distinguishing features: we
do not need to assume decoupled dynamics and we perform
a large signal analysis.
Our contribution also expands the knowledge on the use
of energy functions in the context of microgrids. Although
energy functions have played a substantial role to deal with
quite accurate models of power systems ([39], [10], [8]), our
approach based on the incremental dissipativity notion sheds
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plug-and-play experiments



Plug’n’play architecture
recap of detailed signal flow (active power only)

Power system:
physics
& loadflow
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Diθ̇i =P ∗
i − Pi − Ωi

Di ∝ 1/αi

Ωiθ̇i
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∝ 1 /control gains
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Plug’n’play architecture
similar results for decoupled reactive power flow [J. Simpson-Porco, FD, & F. Bullo ’13 - ’15]
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τiĖi=−CiEi(Ei − E∗
i ) − Qi − ei
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Plug’n’play architecture
can all be proved also in the coupled case [N. Monshizadeh & C. de Persis, ’15]
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αiΩi

Qi/Qi

. . .

. . .

αiΩi

. . .

. . .

αkΩk

Qk/Qk

Qj/Qj

αjΩj

Qj/Qj
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Plug’n’play architecture
experiments also work well in the lossy case

Power system:
physics
& loadflow

}

Diθ̇i =P ∗
i − Pi − Ωi

Di ∝ 1/αi

τiĖi =−CiEi(Ei − E∗
i ) − Qi − ei

Ωiθ̇i

} Primary control:
mimic oscillators
& polyn. symmetry

Tertiary control:
marginal costs
∝ 1 /control gains

Qi Eiθ̇iPi

eiQi

Pi =
∑

j
BijEiEj sin(θi − θj) + GijEiEj cos(θi − θj)

Qi = −
∑

j
BijEiEj cos(θi − θj) + GijEiEj sin(θi − θj)

kiΩ̇i =Diθ̇i−
∑

j ⊆ sources

aij · (αiΩi−αjΩj)

κiėi = −
∑

j ⊆ sources

aij ·
(

Qi

Qi

− Qj

Qj

)
−εei

}
Secondary control:
diffusive averaging
of optimal injections

αiΩi

Qi/Qi

. . .

. . .

αiΩi

. . .

. . .

αkΩk

Qk/Qk

Qj/Qj

αjΩj

Qj/Qj
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Experimental validation of control & opt. algorithms
in collaboration with Q. Shafiee & J.M. Guerrero @ Aalborg University
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Experimental validation of control & opt. algorithms
frequency/voltage regulation & active/reactive load sharing

t = 22s: load # 2

unplugged

t = 36s: load # 2

plugged back

t ∈ [0s, 7s]: primary

& tertiary control

t = 7s: secondary

control activated
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There are also many exciting alternatives to droop control
Uncovering Droop Control Laws Embedded Within

the Nonlinear Dynamics of Van der Pol Oscillators
Mohit Sinha, Florian Dörfler, Member, IEEE,

Brian B. Johnson, Member, IEEE, and Sairaj V. Dhople, Member, IEEE

Abstract—This paper examines the dynamics of power-
electronic inverters in islanded microgrids that are controlled
to emulate the dynamics of Van der Pol oscillators. The general
strategy of controlling inverters to emulate the behavior of nonlin-
ear oscillators presents a compelling time-domain alternative to
ubiquitous droop control methods which presume the existence of
a quasi-stationary sinusoidal steady state and operate on phasor
quantities. We present two main results in this work. First, by
leveraging the method of periodic averaging, we demonstrate
that droop laws are intrinsically embedded within a slower
time scale in the nonlinear dynamics of Van der Pol oscillators.
Second, we establish the global convergence of amplitude and
phase dynamics in a resistive network interconnecting inverters
controlled as Van der Pol oscillators. Furthermore, under a set
of non-restrictive decoupling approximations, we derive sufficient
conditions for local exponential stability of desirable equilibria
of the linearized amplitude and phase dynamics.

I. INTRODUCTION

A
N islanded inverter-based microgrid is a collection of het-

erogeneous DC energy resources, e.g., photovoltaic (PV)

arrays, fuel cells, and energy-storage devices, interfaced to an

AC electric distribution network and operated independently

from the bulk power system. Energy conversion is typically

managed by semiconductor-based power-electronic voltage-
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VOC stabilizes
arbitrary
waveforms to
sinusoidal steady
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Droop control
only acts on
sinusoidal steady
state

Figure 1: VOC stabilizes arbitrary initial conditions to a sinusoidal
steady state, while droop control acts on phasor quantities; only well
defined in the sinusoidal steady state. One contribution of this work
is to determine a set of parametric correspondences such that both
approaches admit identical dynamics in sinusoidal steady state.

varying oscillator dynamic states to construct the pulse-width

modulation (PWM) control signal. It is worth emphasizing

that VOC constitutes a time-domain approach and stabilizes

arbitrary initial conditions to a sinusoidal steady state. As such,

it is markedly different from droop control which operates

on phasor quantities and presumes the existence of a quasi-
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Voltage and frequency control of islanded
microgrids: a plug-and-play approach

Stefano Riverso†∗, Fabio Sarzo† and Giancarlo Ferrari-Trecate†
†Dipartimento di Ingegneria Industriale e dell’Informazione, Università degli Studi di Pavia

∗stefano.riverso@unipv.it, Corresponding author

Abstract—In this paper we propose a new decentralized
control scheme for Islanded microGrids (ImGs) composed by
the interconnection of Distributed Generation Units (DGUs).
Local controllers regulate voltage and frequency at the Point
of Common Coupling (PCC) of each DGU and they are able to
guarantee stability of the overall ImG. The control design proce-
dure is decentralized, since, besides two global scalar quantities,
the synthesis of a local controller uses only information on the
corresponding DGU and lines connected to it. Most important,
our design procedure enables Plug-and-Play (PnP) operations:
when a DGU is plugged in or out, only DGUs physically
connected to it have to retune their local controllers. We study
the performance of the proposed controllers simulating different
scenarios in MatLab/Simulink and using indexes proposed in
IEEE standards.

I. INTRODUCTION

In recent years, research on Islanded microGrids (ImG) has
received major attention. ImGs are self-sufficient microgrids
composed by several Distributed Generation Units (DGUs)
and designed to operate safely and reliably in absence of
a connection with the main grid. Besides fostering the use
of renewable generation, ImGs bring distributed generation
sources close to loads and allow power to be delivered to rural

context of droop control, this problem has been investigated
only recently [7]. For regulators not based on droop control,
almost all studies focused on radial microgrids (i.e. a DGU is
connected to at most two other DGUs) while control of ImGs
with meshed topology is still largely unexplored [2].

In this paper we consider the design of decentralized
regulators for meshed ImGs with a view on decentralization
of the synthesis procedure. More specifically, we develop a
Plug-and-Play (PnP) design algorithm where the synthesis of a
local controller for a DGU requires parameters of transmission
lines connected to it, the knowledge of two global scalar
parameters, but not specific information about any other DGU.
This implies that when a DGU is plugged in or out, only DGUs
physically connected to it have to retune their local controllers.

PnP control design for general linear constrained systems
has been proposed in [8], [9]. PnP design for ImGs is however
different since it is based on the concept of neutral interactions
[10] rather than on robustness against subsystem coupling.
Furthermore, for achieving neutral interactions among DGUs,
we exploit Quasi-Stationary Line (QSL) approximations of
line dynamics [11].

Synchronization of Oscillators Coupled through a

Network with Dynamics: A Constructive Approach

with Applications to the Parallel Operation of

Voltage Power Supplies
Leonardo A. B. Tôrres, Member, IEEE, João P. Hespanha, Fellow, IEEE, and Jeff Moehlis

Abstract—We consider the problem of synchronizing a group
of oscillators coupled by a network that is modelled by a multiple-
input/multiple-output dynamical system. We provide results that
can be used to establish asymptotic synchronization of a given
system and also to construct feedback oscillators for which
synchronization is guaranteed. These results are based on a new
notion of passivity with respect to manifolds defined in the input
and output spaces of a dynamical system. The problem under
consideration is motivated by the design of high-power electronic
inverters that can be used to interface primary energy sources
with an AC electrical network. The proposed synchronization
strategy is applied to the problem of parallel connected voltage
power supplies.

Index Terms—Synchronization, coupled oscillators, LTI net-
work, voltage power supplies.

I. INTRODUCTION

This paper addresses the synchronization of identical oscil-

lators connected through a network represented by a dynamical

system as shown in Figure 1. A key motivation for this

generators connected to a local power grid in an isolated

community [7, 12], or the synchronization of multiple inverters

providing energy to the same load [13]. In contrast with the

mainstream in the power-synchronization literature, we are

interested in very fast synchronization for which a phasor-

domain analysis is not valid. Fast synchronization is possible

when power electronic devices (typically inverters) are used

to interface primary energy sources with the power bus. A

key challenge introduced by AC power supplies with fast dy-

namics is that an interconnection electrical network containing

inductive and/or capacitive components cannot be regarded as

simply enforcing algebraic constraints between currents and

voltages (in the phasor domain) and, instead, must be treated

as a dynamical system.

Inspired by the work of [3, 8, 9, 20, 22] we use dissipation

and passivity [25] as key analysis tools. The use of passivity

is attractive because it allows one to establish passivity prop-

erties for a large network based on input-output properties of

individual components. In the context of electrical networks,

passivity is also natural [18, 19] because an electrical network
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what can we do better?

algorithms, detailed models,
cyber-physical aspects, . . .

many groups out there push
all these directions heavily
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Variation I:

Europe: no centralized dispatch
but trade in energy markets

⇓
game-theoretic formulation
of optimal secondary control

Some strong motivations for game-theoretic perspective

IEEE 39 New England with
distributed DAPI control
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DAPI control with cheating of generator # 10

A simple (illegal) cheating strategy for generator #10:

1 report wrong injection u10(t) = 0 to all neighbors in comm network

2 do not average neighbor values a10,j = 0 for all j

⇒ generator #10 alone picks up net load & regulates the frequency

⇒ need an incentive scheme so that everybody plays “best response”
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Market formulation of secondary control [FD & S. Grammatico ’16]

Competitive spot market:

1 given a prize λ, player i bids

u?i = argmin
ui
{Ji (ui )− λui} = Ji

′−1(λ)

2 market clearing prize λ? from

0 =
∑

i P
∗
i + u?i =

∑
i P
∗
i + Ji

′−1(λ?)

Auction (dual decomposition):

1 u+
i = argmin

ui
{Ji (ui )− λui} = Ji

′−1(λ)

2 λ+ = λ− ε
(∑

i P
∗
i + u+

i

)
= λ− ε ·ωsync

⇒ converges to optimal economic dispatch

Broadcast controller:

1 convex measurement:

k · λ̇(t) =
∑

i Ci θ̇i (t)

2 local allocation:

ui (t) = Ji
′−1(λ(t))
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Variation II:

VOC: virtual oscillator control

instead of primary droop control

Removing the assumptions of droop control

idealistic assumptions: quasi-stationary operation & phasor coordinates

⇒ future grids: more power electronics, more renewables, & less inertia

⇒ Virtual Oscillator Control: control inverters as limit cycle oscillators
[Torres, Moehlis, & Hespanha ’12, Johnson, Dhople, Hamadeh, & Krein ’13]
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Plug’n’play Virtual Oscillator Control (VOC)

change of setpoint

Oscilloscope plots:

emergence of synchrony

removal of inverter

addition of inverter
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Crash course on planar limit cycle oscillators

L
d

dt
i = v

C
d

dt
v = −Rv − g(v)− i − igrid

⇒ normalized coordinates

v̈ +v +εk1g
′(v) · v̇ = εk2u

Liénard’s limit cycle condition
for virtual oscillator with u = 0:

if ε =
√
L/C → 0

⇒ O(ε) close to harmonic oscillator

if damping g ′(v) is negative near
origin & positive elsewhere

⇒ unique & stable limit cycle
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Backward compatibility to droop [M. Sinha, FD, B. Johnson, & S. Dhople, ’14]
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⇒ transf. to polar coordinates, averaging, & generalized power definitions

Thm: in vicinity

of the limit cycle:

VOC ⊃ droop:

θ̇ = constant ·
(
reactive power

)

r − r∗ = constant ·
(
P∗ − active power

)
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Experimental validation [B. Johnson, M. Sinha, N. Ainsworth, FD, & S. Dhople, ’15]

1 VOC ⊃ droop:

θ̇ = constant ·
(
reactive power

)
r − r∗ = constant ·

(
P∗ − active power

)
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Experimental validation [B. Johnson, M. Sinha, N. Ainsworth, FD, & S. Dhople, ’15]

1 VOC ⊃ droop

2 VOC
ε→0−→ harmonic oscillator

with ε/8 harmonic ratio 3:1

3 VOC: faster & better transients
than droop-controlled inverters
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Analysis of VOC system [S. Dhople, B. Johnson, FD, & A. Hamadeh ’13]

Nonlinear oscillators:

passive circuit impedance zckt(s)

active current source g(v)

Co-evolving network:

RLC network & loads are LTI

Kron reduction: eliminate loads

Stability analysis:

homogeneity assumption:
identical reduced oscillators

Lure system formulation

incremental IQC analysis

 sync for strong coupling
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Variation III:

can we turn tertiary optimization
directly into continuous control?

⇓
preview on online optimization

The power flow manifold & linear tangent approximation

node 2node 1

v1 = 1, θ1 = 0

y = 0.4− 0.8j

v2, θ2
p2, q2p1, q1
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2 normal space spanned by ∂F (x)
∂x

∣∣∣
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3 tangent space: ∂F (x)
∂x

∣∣∣
T

x∗
(x − x∗) = 0

⇒ sparse & implicit model is structure-
preserving → distributed control
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Online optimization on power flow manifold
with Adrian Hauswirth, Saverio Bolognani, & Gabriela Hug

◦ manifold optimization → gradient flow on power flow manifold

◦ online optimization → controller realizes gradient flow in closed loop

power flow manifold

tangent space

new operating point

projected
gradient

gradient of cost

operating
point

projected gradient step

(distributed algorithm)

new operating point

(physical system)
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applied to optimal voltage control in IEEE 30 grid136 / 184

Outline

Brief Introduction

Power Network Modeling
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Frequency time-series reveals inter-area oscillations
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A few typical inter-area oscillations in Europe

0.5Hz
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0.22Hz
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A closer look at some European incidents
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monitoring application was able to determine the post-

disturbance damping of the East-west mode close to its true 

damping using only the ambient pre-disturbance data. This 

gives additional confidence in its effectiveness as an early-

warning system against poorly damped oscillation that may 

arise also due to transient events. 
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Blackout of August 10, 1996

instability of the 0.25 Hz mode in the Western interconnected system
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Recent developments putting oscillations in the spotlight

Europe: I transmission network
upgrades & expansion,

I renewable generation in
remote locations, &

I deregulated markets . . .

United
states:

I sparse grid with load
& generation hubs,

I aging transmission
infrastructure, &

I long power transfers . . .

Impact of Increasing Wind Power Generation on the North-South Inter-Area 

Oscillation Mode in the European ENTSO-E System  
 

Salaheddin AlAli *, Torsten Haase**, Ibrahim Nassar***, Harald Weber* 

 

*Institute of Electrical Power Engineering, University of Rostock  

**Dong Energy, Hamburg                                                                                                  

*** Department of Electrical Engineering, Al-Azhar University, Egypt                                                               

Germany (Tel.: 0049-3814987125; e-mail: Salaheddin.alali@uni-rostock.de) 

Abstract: After the enlargement of the European ENTSO-E power system towards Turkey at the end of 

2010, the East-West Inter-Area Oscillation mode in the enlarged the European ENTSO-E power system 

has been identified in the frequency range of 0.15 Hz (TP = 7s) accompanied by insufficient damping. By 

the end of 2012, more than 107 GW of wind generation capacity had been installed across Europe, 

representing about 25% of the peak demand of ENTSO-E power system. In this paper, the impact of 

large scale wind power generation in the European ENTSO-E system on the North-South Inter-Area 

Oscillation mode using a detailed dynamic model of the European ENTSO-E system is investigated by 

gradually replacing the power generated by the synchronous generators in the system either Full Size 

Converter or Doubly Fed Induction Generator (DFIG) wind turbines. Because the whole system is 

extremely nonlinear, the analysis method in state space is senseless; therefore the damping behavior of 

Inter-Area-Oscillations of the whole system was analyzed in detail using the analysis method in time 

domain. The model was created using DIgSILENT software. 

Oscillation behaviour of the enlarged European power system under

deregulated energy market conditions

M. Kurth!, E. Welfonder

Department for Power Generation and Automatic Control (IVD), University of Stuttgart, Pfaffenwaldring 23, 70550 Stuttgart, Germany

Received 11 February 2004; accepted 17 March 2005

Available online 26 May 2005

Abstract

Aimed power system simulations are carried out to analyse the bad damping behaviour of slow inter-area oscillations sporadically

occurring within the European power system. To obtain application-oriented results, the simulations are carried out by a detailed

power system dynamic model and compared with corresponding oscillation measurements. Using analysis methods in the time and

state space, it is shown that the damping behaviour can be improved by easily applicable countermeasures.

Based on this, the foreseen enlargement of the European power system is investigated, when coupling both system ends step by

step around the Mediterranean Sea to the so-called Mediterranean Ring. Also these predictive considerations lead to very interesting

oscillation and damping results.

r 2005 Elsevier Ltd. All rights reserved.

Keywords: Inter-area oscillations; Damping; Power flow; Power plants; Voltage control; Speed control
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Impact of Low Rotational Inertia on
Power System Stability and Operation

Andreas Ulbig, Theodor S. Borsche, Göran Andersson

ETH Zurich, Power Systems Laboratory
Physikstrasse 3, 8092 Zurich, Switzerland

ulbig | borsche | andersson @ eeh.ee.ethz.ch

Abstract: Large-scale deployment of Renewable Energy Sources (RES) has led to significant
generation shares of variable RES in power systems worldwide. RES units, notably inverter-
connected wind turbines and photovoltaics (PV) that as such do not provide rotational inertia,
are effectively displacing conventional generators and their rotating machinery. The traditional
assumption that grid inertia is sufficiently high with only small variations over time is thus not
valid for power systems with high RES shares. This has implications for frequency dynamics
and power system stability and operation. Frequency dynamics are faster in power systems with
low rotational inertia, making frequency control and power system operation more challenging.
This paper investigates the impact of low rotational inertia on power system stability and
operation, contributes new analysis insights and offers mitigation options for low inertia impacts.

Optimal coordinated control of multiple HVDC links for power
oscillation damping based on model identification

Robert Eriksson*,y and Lennart Söder

Department of Electric Power Systems, Royal Institute of Technology (KTH), Stockholm, Sweden

SUMMARY

This paper deals with optimal coordinated control of several high voltage direct current (HVDC) links based
on an estimated model of large power systems. The model of the power system is estimated by using
subspace system identification techniques. An optimal controller is designed based on the estimated model
with the aim to improve the damping in the system. Themain contribution of this paper is the development of
a newmethod which uses global Phasor measurement units (PMUs) signals for coordinated damping control
of multiple HVDC links. The input signals are the controllable set-points of the HVDC links, the output
signals are the speed signals of selected generators obtained from PMU. The PMU signals are used to
estimate the current state of the model, i.e., the state of the system, an appropriate control action can then be
applied to dampen the system. The benefit of the method is that the used output signals, i.e., the used PMU
signals, are independent of the system equilibrium and therefore makes it possible to use state-feedback
control, i.e., coordinated control. The method is applied to the Cigré Nordic 32-bus system including two
HVDC links. The consistent results show that the damping can be significantly increased. Copyright# 2010
John Wiley & Sons, Ltd.
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Where are we on the map?
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Causes for Oscillations

Why do power systems oscillate ?
power network dynamics ≈ coupled, forced, & heterogeneous pendula

generator torque balance:

Mi θ̈i + Di θ̇i = mech. – electr. torque

≈ electro-mechanical oscillator

coupled swing equations:

Mi θ̈i + Di θ̇i = Pi −
∑

j
Bij sin(θi − θj)

≈ coupled, forced, & heterogeneous pendula

linearized at equilibrium (θ∗, θ̇∗,P∗):

M θ̈ + D θ̇ + Lθ = P

mech.
torque

electr.
torque

P3

P2
P1

where M,D are inertia and damping matrices & L is network Laplacian
143 / 184



Torsional oscillations in power networks
essentially a (subsynchronous) resonance phenomenon

⇒ arise from interplay of

electrical oscillations

flexible mechanical shaft models

generator-turbine coupling
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elastic generator shaft as finite-element model

⇒ subsynchronous resonance phenomena often arise in wind turbines 144 / 184

Local oscillations and their control

Automatic Voltage Regulator (AVR):

objective: generator voltage = const.

⇒ diminishing damping & sync torque ∂P
∂θ

⇒ can result in oscillatory instability

Power System Stabilizer (PSS):

objective: net damping positive

typical control design:

→ low-pass → wash-out → lead/lag element → gain →

1 ei0B

generator infinite bus

1 ei✓

generatorexciter gridAVRΣ

PSS Pω

E

Eref

EPSS

Flexible AC Transmission Systems (FACTS) or HVDC:

control by “modulating” transmission line parameters

either connected in series with a line or as shunt device

30 30
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Control-induced oscillations and their control

short story: multiple local controllers interact in an adverse way

system-theoretic reason: power system has unstable zeros

⇒ trade-off: high-gain (local stability) vs. low-gain control (avoid zeros)

⇒ numerous tuning rules & heuristics for decentralized PSS design

large interconnected power system consists of
numerous generators connected through a
high-voltage transmission network, supply-

ing power to loads through lower-voltage
distribution systems. Typically, the termi-
nal voltages of the generators are con-

trolled by voltage regulators to maintain a proper voltage
profile throughout the network. A large power system
model consists of thousands of states and multiple actua-
tors and measurements.

Large power systems typically exhibit multiple dominant
interarea swing modes, which are associated with the dy-
namics of power transfers and involve groups of machines
oscillating relative to each other. With the power industry
moving toward deregulation, long-distance power transfers

Chow (chowj@rpi.edu), Ren, and Wang are with the Electrical, Computer, and Systems Engineering Department, Rensselaer Polytechnic
Institute, Troy, NY 12180-3590, U.S.A. Sanchez-Gasca is with Power Systems Energy Consulting, General Electric Company, Schenectady,
NY 12345, U.S.A.
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uses both generator speed and electrical outputpoweras in-
put signals, although the main purpose is to synthesize a sig-
nal less susceptible to torsional interactions [2]. We
investigate the use ofmultiple input signals on the control de-
signs for two realistic systems to demonstrate the applicabil-
ity to two different control devices.The first system is a small
equivalent Brazilian system in which the unstable open-loop
system cannot be stabilized by a single conventional PSS.
Here we show that the system can be stabilized with a single
PSS using two input signals. The second system is a 24-gener-
ator model of a real power system. We show that a thyris-
tor-controlled series-compensation (TCSC) damping
controllerdesign using two machine speed measurements as
the input signals is more effective than using a single speed
measurement. From an economic viewpoint, the implemen-
tation of these controllers using remote signals may be more
cost effective than installing new control devices.

The use of remote signals originating from different con-
trol regions should be an integral part of a hierarchical con-
trol scheme in which the lower level controls using local
signals are responsible for stability within a region. Higher
level controls using remote signals require the cooperation
ofmultiple regions, not only in the real-time communication
of signals, but also in the sharing of investment in the equip-
ment, because the stability augmentation benefits all partic-
ipating regions.

The control analysis tools used in this article include zero-
and root-locus plots, mode shape analysis, and low-order
controller design using linear matrix inequalities (LMIs).
There is no attempt to reproduce power system model equa-
tions, which can be readily found in the literature [3].

PSS Design for Brazilian System
In this section, we first discuss the design system and then
propose the stabilizing controller design using one PSS with
two input signals, one being a local signal and the other a re-
mote signal. A weighting factor is selected using a “zero-lo -
cus” analysis. Because using a remote signal incurs time
delays, two different controller implementation schemes are
investigated, one of which accounts explicitly for the delay.

PSS Design System
The PSS design system is a modified seven-bus, five-ma-
chine equivalent model of the South/Southeast Brazilian
system first presented in [4] and depicted in Fig. 1. The com-
plete system data can be obtained from [4].

The modal analysis of the small Brazilian system indi-
cates that there are two interarea modes.Mode 1, with a fre-
quency of 0.85 Hz and a damping ratio of –0.127 (unstable),
is due to the Southeast (SE) equivalent system oscillating
against the Itaipu generator, whereas Mode 2, with a fre-
quency of 0.88 Hz and a damping ratio of 0.028, is due to the
South system (represented by Santiago, Segredo, andAreia)
oscillating against the Southeast system together with the
Itaipu generator. The system also has two local modes of os-
cillations within the South system: Mode 3, consisting of
Areia and Segredo oscillating against Santiago, and Mode 4,
consisting of Areia oscillating against Segredo.

This system is selected for the design illustration be-
cause it cannot be stabilized with a single conventional PSS
[4], [5]. It can be stabilized, however, by using two decen-
tralized PSSs [4], [5], with one PSS being installed at Itaipu

and the other at either the Santiago,
Segredo, or Areia machine.

To determine why the system can-
not be stabilized by a single conven-
tional PSS, we develop a linearized
model for the PSS at Itaipu and choose
the machine speeds at Itaipu ( )ω Itaipu

and Segredo ( )ωSegredo as the measured
outputs. The one-input, two-output
state-space model is denoted by
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Figure 4. Root-locus plot of closed-loop system.

Table 1. System damping ratios (%).

Mode 1 Mode 2 Mode 3

Open loop −12.7 2.8 >50

Design R 11.5 11.4 10.6

Design RD 4.85 5.43 4.97

u Power
System

ωSegredo

ωItaipu

1− − s
1+ − s

T
2
T
2

α

+
+

y

Figure 5. Synthesized signal with delayed remote signal.

For a power system covering a large geographic area,
communication systems incorporating multiple relay sta-
tions, especially when the primary communication path
is blocked and backup alternatives have to be used, will
increase the time delay. Interarea oscillations involving
machines spread over a wide geographical area tend to be
of lower frequency, however, and thus can tolerate longer
delays.

TCSC Design for a
24-Generator System
In the second example, we show the control design for a
TCSC using two input signals. A TCSC consists of capacitor
banks controlled by solid-state thyristor switches and
hence has the capability of rapidly modulating the effective
impedance on the transmission line where it is located, in
response to interarea oscillations. This response capability
makes TCSC a very effective damping device to allow for in-
creased power transfers. The model used in this example
represents a tightly interconnected system and includes 24
generators and their associated controllers. The bulk of the
load is connected in the southern part of the system and
consists of large industrial and urban centers. Fossil, nu-
clear, steam, and hydro turbines are represented in the
model. The backbone of the system is a 500-kV transmission

network with lower voltage transmis-
sion circuits at 275 kV and 154 kV. The
loads are modeled as constant-current
real power and constant-admittance
reactive power. The model consists of
366 states. A simplified system dia-
gram is shown in Fig. 9, which shows a
transmission corridor connecting the
bulk transmission system and the
southern load center. A TCSC con-
nected across two 500-kVbuses allows
for increased power transfers to the

southern part of the system.
The system exhibits a dominant, lightly damped

interarea mode at 0.7 Hz ( )λ 1 . This mode is associated with
north-south power transfers. As the power transfer in-
creases, the damping of the dominant mode decreases.This
relation is illustrated by Table 2, which shows the
north-south power transfer P P1 2+ and the frequency and
damping of λ 1.

TCSC Model
Fig. 10 shows the TCSC model block diagram. This model
takes a total desired level of compensation Xorder and pro-
vides a compensation value Xdelivered to the system network,
while taking into account current and voltage overload lim-
its of the physical device. Xfixed allows for a fixed portion of
compensation, as well as a portion that is thyristor con-
trolled. The value of Xfixed is not subject to any of the limits
and is simply added to XTCSC to obtain Xdelivered. The time de-
lay associated with the firing controls and natural response
of the TCSC is represented by a single time constant ( )TTCSC

of 15 ms. The TCSC is rated 500 kV, 5.9 kA. The control input
signal u into the TCSC is the signal labeled Xmodulation at the in-
put summing junction. A detailed description of the TCSC
model can be found in [14].

Measurement Selection
The application of dynamic devices in the transmission net-
work, such as thyristor-controlled series and shunt capaci-
tors, provides alternative means for improving the stability
of interarea oscillations [6], [7], [15], [16]. An important
control issue associated with the successful application of
these devices fordamping lightly damped oscillations is the
selection of effective measurement signals. This selection
depends on the availability of measurement signals and on
the system modal characteristics.Recent publications illus-
trate the feasibility of using local measurements for damp-
ing control. These signals are either used directly as inputs
into a damping controller [17], [18] or used to synthesize re-
mote signals, which are then used as inputs into the control-
ler [7], [19], [20].

This section investigates an alternative approach based
on the application of two remote signals to improve
interarea modal damping in the system. The two signals are
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Inter-area oscillations in power networks arise due to

220
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202

RTS 96 power network swing dynamics

1 topology: modular & clustered

2 heterogeneity in responses (inertia Mi & damping Di )

3 power transfers between areas (weaken coupling)

4 interaction of multiple local controllers
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Taxonomy of electro-mechanical oscillations

Synchronous generator = electromech. oscillator ⇒ local oscillations:

= single generator oscillates relative to the rest of the grid

/ torsional oscillations induced by mechanical/electrical/flexible coupling

/ AVR control induces unstable local oscillations

, typically damped by local feedback via PSSs

Power system = complex oscillator network ⇒ inter-area oscillations:

= groups of generators oscillate relative to each other

/ poorly tuned local PSSs result in unstable inter-area oscillations

/ inter-area oscillations are only poorly controllable by local feedback

Consequences of recent developments:

/ increasing power transfers outpace capacity of transmission system

⇒ ever more lightly damped electromechanical inter-area oscillations

, technological opportunities for wide-area control (WAC)
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Slow Coherency Modeling

Slow coherency and area aggregation

aggregated RTS 96 model swing dynamics of aggregated model

Aggregate model of lower dimension & with less complexity for

1 analysis and insights into inter-area dynamics [Chow and Kokotovic ’85]

2 measurement-based id of equivalent models [Chakrabortty et.al.’10]

3 remedial action schemes [Xu et. al. ’11] & wide-area control (later today)
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How to find the areas?
a crash course in spectral partitioning

given: an undirected, connected, & weighted graph

partition: V = V1 ∪ V2 , V1 ∩ V2 = ∅ , and V1,V2 6= ∅

cut is the size of a partition: J =
∑

i∈V1, j∈V2
aij

⇒ if xi = 1 for i ∈ V1 and xj = −1 for j ∈ V2, then

J =
∑

i∈V1, j∈V2

aij =
1

2

n∑

i ,j=1

aij(xi − xj)
2 =

1

2
xTLx

combinatorial min-cut problem: minimizex∈{−1,1}n\{−1n,1n}
1
2 x

TLx

relaxed problem: minimizey∈Rn , y⊥1n , ‖y |2=1
1
2 y

TLy

⇒ minimum is algebraic connectivity λ2 and minimizer is Fiedler vector v2

heuristic: xi = sign(yi ) ⇒ “spectral partition”
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A quick example
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A quick example – cont’d

CHAPTER 6. THE LAPLACIAN MATRIX 65

Figure 6.1: The first panel shows a randomly-generated sparse adjacency matrix A for a graph with 1000
nodes. The second panel displays the eigenvector ṽ2 which is identical to the normalized eigenvector v2 after
sorting the entries according to their magnitude, and the third panel displays the correspondingly sorted
adjacency matrix Ã.

Lectures on Network Systems, F. Bullo
Version v0.80 (23 Jan 2015). Draft not for circulation. Copyright © 2010-15.

adjacency matrix Fiedler vector v2 re-arranged adj. matrix
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Classical power system partitioning ≈ spectral partitioning

1 construct a linear model ẋ = Ax

2 recall solution via eigenvalues λi and left/right eigenvectors wi and vi :

x(t) =
∑

i vie
λi t ·wT

i x0 =
∑

i {mode #i} · {contribution from x0}

3 look at poorly damped complex conjugate mode pairs

4 look at angle & frequency components of eigenvectors

5 group the generators according to their polarity in eigenvectors
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Setup in slow coherency
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original model

aggregated model

network r given areas
(from spectral partition [Chow et al. ’85 & ’13])

small sparsity parameter:

δ =
maxα(Σ external connections in area α)

minα(Σ internal connections in area α)

inter-area dynamics by center of inertia:

yα =

∑
i∈αMiθi∑
i∈αMi

, α ∈ {1, . . . , r}

intra-area dynamics by area differences:

zαi−1 = θi − θ1 , i ∈ α \ {1}, α ∈ {1, . . . , r}
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Linear transformation & time-scale separation

Swing equation =⇒ singular perturbation standard form

M θ̈ + D θ̇ + Lθ = 0 =⇒





d
dts




y
ẏ√
δ z√
δ ż


 =




. . .
... . .

.

· · · A · · ·
. .
. ...

. . .







y
ẏ
z
ż




Slow motion given by center of inertia:

yα =

∑
i∈αMiθi∑
i∈αMi

, α ∈ {1, . . . , r}

Fast motion given by intra-area differences:

zαi−1 = θi − θ1 , i ∈ α \ {1}, α ∈ {1, . . . , r}

Slow time scale: ts = δ · t · “max internal area degree”
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Area aggregation & approximation

Singular perturbation
standard form:

Aggregated swing equations
obtained by δ ↓ 0:

d

dts




y
ẏ√
δ z√
δ ż


=




. . .
... . .

.

· · · A · · ·
. .
. ...

. . .







y
ẏ
z
ż




Ma ϕ̈ + Da ϕ̇ + Lred ϕ = 0

Properties of aggregated model [D. Romeres, FD, & F. Bullo, ’13]

1 Ma =



. . . ∑

i∈αMi

. . .


 and Da =



. . . ∑

i∈αDi

. . .




2 Lred = “inter-area Laplacian” + “intra-area contributions”

= positive semidefinite Laplacian with possibly negative weights
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Area aggregation & approximation

Singular perturbation
standard form:

Aggregated swing equations
obtained by δ ↓ 0:

d

dts




y
ẏ√
δ z√
δ ż


=




. . .
... . .

.

· · · A · · ·
. .
. ...

. . .







y
ẏ
z
ż




Ma ϕ̈ + Da ϕ̇ + Lred ϕ = 0

Singular perturbation approximation [D. Romeres, FD, & F. Bullo, ’13]

There exist δ∗ sufficiently small such that for δ ≤ δ∗ and for all t > 0:

[
y(ts)
ẏ(ts)

]
=

[
ϕ(ts)
ϕ̇(ts)

]
+O(

√
δ) ,

[
z(ts)
ż(ts)

]
= Ã

[
ϕ(ts)
ϕ̇(ts)

]
+O(

√
δ) .

center of inertia ≈ solution of aggregated swing equation
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RTS 96 swing dynamics revisited
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Inter-Area Oscillations &
Wide-Area Control

Remedies against electro-mechanical oscillations
conventional control

blue layer: interconnected generators

fully decentralized control implemented locally

, effective against local oscillations

/ ineffective against inter-area oscillations
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Remedies against electro-mechanical oscillations
wide-area control (WAC)

blue layer: interconnected generators

fully decentralized control implemented locally

distributed wide-area control using remote signals

159 / 184

Setup in wide-area control
1 remote control signals & remote measurements (e.g., PMUs)

2 excitation (PSS & AVR) and power electronics (FACTS) actuators

3 communication backbone network

wide-area
controller

power
network

dynamics

generator

transmission 
line 

wide-area 
measurements

(e.g. PMUs)

remote control signals

uwac(t)

uloc(t)

uloc(t)

+

+

+

channel and
measurement 
noise

local control loops

...

system noise

FACTS

PSS & 
AVR

⌘(t)
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Debated: do we need distributed wide-area control

or can we get away with fully decentralized control?

Transacuons on Power Systems, Vol. 7, No. 1, February 1992 

DAMPING STRUCTURE AND SENSITIVITY 
IN THE NORDEL POWER SYSTEM 

97 

Bo E. Eliasson 
Operational Department, 

Sydkraft AB, Sweden 

Abstract - To enhance the inherent damping of power sys- 
tems due to generators and loads, a variety of stabilizer configur- 
ations can be used for the generators, SVCs and HVDC links. A 
study is made of how the overall dam in matrix is built U from 
these contributions. This is used to 8,vefop a technique E r  sys- 
tematic siting of damping equipment in ower systems with sev- 
eral poorly dam ed modes in a given Requency window. This 
technique is ap l e d  to the NORDEL system. S ecial emphasis 
is given to han8ing very large systems, voltage &pendent loads 
and alternative measurement schemes. 

Kgpwuh - power systems, stability, oscillations, damping, 
eigenvalue techniques, sensitivity, HVDC links. 

1. I” 
Poorly damped power oscillations have occurred in the 

NORDEL system since the 1960’s and operational experiences 
show that power oscillations still can occur. A major disturbance 
in the early eighties initiated a basic study of the damping in the 
NORDEL System [l]. The present work began with the aim of 
developing tools to aid coordination of stabilizer tuning. 

At the outset, we identify some special desirable features in 
the analysis: . Inclusion of SVCs . Inclusion of HVDC links . Importance of load modelling . Alternate signals for damping device in uts . Gra hical presentation of results of mo&s and sensitivity 

Existing techniques [2-41 do not cater adequately for these 
features. In particular, the sim lified models used for eigenvalue 
sensitivity studies typically incgde too many states of the ener- 
ator controls for large system analysis while ignoring the eiect  of 
network control devices. Use of the usual nodal reductions [4], 
where network nodes are lost, can remove important aspects of 
the problem. 

In this paper a 4eneral simplified model for eigenvalue 
sensitivity anal sis, which allows inclusion of these features is 
presented. Reaezing that we may need to consider power systems 
with about 500 generators, the basic models of components must 
be simplified in order to reduce computer time as much as poss- 
ible. From the model, a picture of overall dampin structure can 
be built up in the damping matrix. The sensitiwty formulae of ei- 
genvalues with respect to device parameters have physical integ- 
rity. 

Then attention turns to the NORDEL system. At this stage 
aggregated models of 244,44 and 21 machines are used and com- 
pared. These models were obtained usin the technique of Elias- 
son and Lindahl 51. Aspecial feature of tf;is technique is the facil- 

to find coherent groups of generators. In the present studies this 
technique conveniently ca tured the .slow and system wide 
modes, i.e. those modes in t fe  0.1-0.7 hz (224 machines) consist- 
ing of geographically widespread machine groups. 

,for Parge systems 

ity to choose a e equency window of interest and the procedure 

91 WM 205-5 PWRS 
by the IEEE Power System Engineering Committee of 
the IEEE Power Engineering Society for presentation 
at the IEEE/PES 1991 Winter Meeting, New York, 
New York, February 3-7, 1991. Manuscript submitted 
December 28, 1989; made available for printing 
January 3, 1991. 

A paper recommended and approved 

David J. Hill 
Department of Electrical Engineering & Computer 

Science, 
University of Newcastle, Australia 

The hierarchy of models enables preliminary studies on 
smaller models to establish general ideas of siting and signal 
schemes for PSSs and SVCs in order to improve the damping of 
slow system wide modes with a smaller number of free para- 
meters when coordinated tuning is performed. Then the process 
can be repeated with more insight on the large models. 

A novel feature of the presentation of results for large sys- 
tems is to graphically superimpose mass scaled eigenvectors and 
sensitivity information on network diagrams. (No large tables are 
used.) The results have revealed several interesting features of the 
NORDEL system. The graphical presentation of the mass scaled 
eigenvectors gives a very convenient picture of the strength of 
participation of the machines in any mode. The sensitivity results 
show the importance of proper load modelling in selection of 
damping device siting. Further, we see that the method is very 
useful in decisions of siting SVCs and choice of measurements for 
the HVDC link damping facility, which are robust to a range of 
load characteristics. In particular, we look at the influence of the 
new Fenno-Skan HtrDC link on system damping. 

This paper is based on the reports (6,7], which present many 
more details. 

2. BASIC MULTIMACHINE MODE L 
In this section, the basic multimachine model is presented. 

Later sections consider the inclusion of the various su plemen- 
tary damping influences. The steps taken in derivin &e model 
are similar to less general exercises carried out in &. 

Suppose there are m generators which are interconnected 
by a network of transmission lines and transformers. The network 
has a total of n buses. The n - m buses without generation only 
have power injection from loads. Let the generator terminal 
buses be numbered as i = 1, . . . m and the load buses as i = m + 1 , . . . n. Let 6j be the rotor angle of the j:th generator with 
respect to a synchronously rotating reference frame. Then 

quency. Each generator is represented by the classical model [4]. 
Electrically this corresponds to a voltage El behind a transient 
reactance Xd, ; mechanically, we have constant mechanical 
power, inertia constant Mi and damping coefficient Di. The loads 
are modelled as real and reactive power demands which are a 
function of the bus voltage and frequency. 

There are four variables to consider at each network bus, 
namely, the voltage magnitude I V, I , the voltage phase angle Oi , 
the real power injection Pi and the reactive power injection Qi. 
Let 
8 = (el,& ,..., 8,) and IVI = ( \ V I ! ,  IV21,  ..., lVn/,l).Itisuse- 
ful to write I VI = ( I  51, I V, I), where V g  denotes generator ter- 
minal voltages and 6 the load bus voltages. 

Following standard steps [4, 61, we obtain a linearized dy- 
namic model of the form 

- - d. is the frequency deviation from the synchronous fre- 

6 = (61,62,. ..,dm), ( E ‘ (  = (IEi I, IE i  I,..’, IEh I) ,  

Pnad + Pn& + PneIE’J + PnVlVl = P 1  (2.1) 
M@jg + D@Jg + P&+ Pgee + P&JE’) + Pw)V] = P 2  (2.2) 

Q n d  + en&’ + QneIE’  I + QnvI VI = QI 
Q g d  + Q& + QEIE‘I + QgvIVI = Q2 

(2.3) 
(2.4) 

where d,O, 1 E‘ 1, 1 VI, og now refer to perturbations from the op- 
erating values and Pna etc. are submatrices of the load flow Jaco- 
bian. The subscriptsn andgrefer to network buses and generators 
respectively. Powers PI to Q2 are net bus powers. 

0885-8950/92$03.0001992 EEE 

“The above reasoning implies that if observability is small, so is also
controllability. The benefits of remote signals for power system damping
should thus be marginal.” [follow-up comments by G. Andersson & T. Smed, ’92]
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conventional analysis

& wide-area control

(based on spectral methods)

I will be a little provocative . . .

Canonical setup in wide-area control
local actuators, remote measurements, & communication backbone

power
network

dynamics

generator

transmission 
line 

wide-area 
measurements

(e.g. PMUs)

remote control loops

+

+

+
channel noise

local control loops

...

system noise

FACTS

PSS & 
AVR

communication & processing

wide-area
controller

⇒ problem I: signal selection (sensors & actuators)

⇒ problem II: WAC design (subject to control signals)
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Recall: spectral analysis reveals critical modes & areas

1 recall solution of ẋ = Ax : x(t) =
∑
i

vie
λi t

︸ ︷︷ ︸
mode #i

· wT
i x0︸ ︷︷ ︸

contribution from x0

2 analyze eigenvectors & participation factors of weakly damped modes

3 spectral partitioning reveals coherent groups in eigenvectors polarities

ℜ(λ)

ℑ(λ)

xx
x

x
x

x

x

x

x

x

x

x
x

x

x

x

x

x

x
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xx xx
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x
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x
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Which sensors and actuators ?

1 Linear control system: ẋ = Ax + Bu , y = Cx

B with column bj = control location #j

C with row cTj = sensor location #j

A: eigenvalues λi and orthonormal right & left eigenvectors vi & w∗i

2 Diagonalization: x = Vz =
[
v1 . . . vn

]
z , z = Wx =

[
w1 . . . wn

]∗
x

⇒ ż =



λ1

. . .

λn




︸ ︷︷ ︸
=WAV

z +




...
. . . w∗i bj . . .

...




︸ ︷︷ ︸
=WB

u , y =




...
. . . c∗i vj . . .

...




︸ ︷︷ ︸
=CV

uz

3 Controllability of mode i by input j , cos (∠(wi , bj)) =
w∗i bj
‖wi‖‖bj‖

4 Observability of mode i by sensor j , cos (∠(ci , vj)) =
c∗i vj
‖ci‖‖vj‖ 164 / 184

Modal signal selection metrics
572 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 23, NO. 2, MAY 2008

Assessment of Two Methods to Select Wide-Area
Signals for Power System Damping Control

Annissa Heniche, Member, IEEE, and Innocent Kamwa, Fellow, IEEE

Abstract—In this paper, two different approaches are applied to
the Hydro-Québec network in order to select the most effective
signals to damp inter-area oscillations. The damping is obtained
by static var compensator (SVC) and synchronous condenser (SC)
modulation. The robustness analysis, the simulations, and statis-
tical results show, unambiguously, that in the case of wide-area sig-
nals, the geometric approach is more reliable and useful than the
residues approach. In fact, this study shows that the best robustness
and performances are always obtained with the stabilizer configu-
ration using the signals recommended by the geometric approach.
In addition, the results confirm that wide-area control is more ef-
fective than local control for damping inter-area oscillations.

Index Terms—Compensator, control loop selection, geometric
measures, inter-area oscillations, power system stabilizer, residues,
wide-area control.

I. INTRODUCTION

I NTER-AREA oscillations have been observed in electrical
networks for many years [1]. Many power systems in the

world are affected by these oscillations [2]–[4] whose frequency
varies between 0.1 and 1 Hz. Currently, inter-area oscillation
damping is done with devices that use local signals. The basic
question we are asking here is: are these signals really the most
efficient?

In practice, the choice of measurement and control signals is
a problem regularly faced by designers. In fact, to obtain the
desired performances and robustness, we have to select signals
that allow good observability and controllability of the system
modes. To quantify the observability and controllability of the
modes, measures have been defined in [5] and [6]. These mea-
sures, which are deduced from the Popov Belevich Hautus test
[7] and from residues, respectively, indicate how the th mode
is observable from available measurements and how it is con-
trollable from the system inputs. Thus, it is possible to select,
for each mode, the most efficient control loop.

By scientific curiosity, we wanted to know if the two methods
always lead at the same conclusion. Rapidly, we noted that it was
not the case. The results of a first work were published [21], but
those associated with the 9 areas–23 generators test system [14]
were not. As Hydro-Québec is currently considering a project on
wide-area control, we thought that it was important to test the
two approaches on its network rigorously. In addition, even if

Manuscript received May 11, 2007; revised November 9, 2007. Paper no.
TPWRS-00346-2007.

The authors are with IREQ, Hydro-Québec, Varennes, QC J3X 1S1, Canada
(e-mail: heniche.annissa@ireq.ca; kamwa.innocent@ireq.ca).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TPWRS.2008.919240

the results concern only the Hydro-Québec network, it is impor-
tant to notice that a statistical analysis was realized. This anal-
ysis allowed the test of the two approaches using 1140 different
configurations of the network.

The aims of this paper are on one hand to show that the two
measures do not provide the same conclusion in terms of con-
trol loop selection and on the other hand to demonstrate the effi-
ciency and reliability of one measure in comparison to the other.
To do that, the two measures were applied in order to select the
most effective control loops for damping the 0.6-Hz inter-area
mode of Hydro-Québec network. Local and global angle shifts
were considered. The inter-area damping is obtained by com-
pensators modulation. The modulation signal is produced by a
multi-band power system stabilizer (MBPSS) which uses only
intermediate frequency band [8]. The description and the pa-
rameters of this stabilizer are given in the Appendix.

This paper is organized as follows. Section II is devoted to
system modeling, while Section III presents a brief review of the
controllability-observability measures used in this work. Sec-
tion IV describes the application. Section V contains the re-
sults. Sections VI is devoted to the discussion of the results, and
Section VII is the conclusion.

II. SYSTEM MODELING

An electrical network is a nonlinear system which can be de-
scribed by the following nonlinear state equation:

(1)

where , and are the state,
input and output vectors, respectively. n is the dimension of
the system, m is the number of inputs, and p is the number of
outputs.

f: and g: are functions
.

For measurement and control signals selection, a linear model
of the network is used. The latter is obtained using the modal
analysis tool developed at Hydro-Québec’s Research Institute
(IREQ) [9]. The linear state representation (A,B,C,D) of the net-
work is obtained using the identification eigensystem realization
algorithm (ERA) which was originally introduced in [10]. In the
context of electrical power systems, this approach was first ap-
plied in [2], [11] and then in [12], [13], [14], and [15]. The first
stage consists in exciting the nonlinear system by means of a
pulse of duration 0.4 s and amplitude of 1%. Thereafter, the ex-
citation u and associated outputs y are used by the ERA identi-

0885-8950/$25.00 © 2008 IEEE

1 geometric criteria [H.M.A. Hamdan & A.M.A. Hamdan ’87]:

e.g., modal controllability: effect of control input #j on mode #i

2 frequency criteria [M. Tarokh ’92]: modal residues of transfer function

⇒ suboptimal procedures with many requirements: (i) identification of
critical modes, (ii) sensor/actuator catalog, (iii) combinatorial evaluation
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Decentralized WAC control design . . .

. . . subject to structural constraints is tough

. . . usually handled with suboptimal heuristics in MIMO case
IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 19, NO. 4, NOVEMBER 2004 1951

Decentralized Power System Stabilizer Design

Using Linear Parameter Varying Approach
Wenzheng Qiu, Student Member, IEEE, Vijay Vittal, Fellow, IEEE, and Mustafa Khammash, Senior Member, IEEE

Abstract—In this paper, the power system model is formulated
as a finite dimensional linear system whose state-space entries
depend continuously on a time varying parameter vector called
the scheduling variables. This system is referred to as the linear
parameter varying (LPV) system. Although the trajectory of the
changing parameters such as load levels and tie line flows is not
known in advance, in most situations, they can be measured in real
time. The LPV technique is applied to the decentralized design of
power system stabilizers (PSS) for large systems. In the approach
developed, instead of considering the complete system model with
all the interconnections, we develop a decentralized approach
where each individual machine is considered separately with
arbitrarily changing real and reactive power output in a defined
range. These variables are chosen as the scheduling variables.
The designed controller automatically adjusts its parameters
depending on the scheduling variables to coordinate with change
of operating conditions and the dynamics of the rest of the system.
The resulting decentralized PSSs give good performance in a
large operating range. Design procedures are presented and
comparisons are made between the LPV decentralized PSSs and
conventionally designed PSSs on the 50-generator IEEE test
system.

Index Terms—Decentralized control, gain scheduling, LPV, os-
cillation damping, power system stabilizer.

of the inherent system nonlinearity. Gain scheduling is a de-

sign technique that has been successfully applied in many en-

gineering applications including power systems [11]–[15]. In

these attempts, a typical procedure for classical gain scheduling

design was followed. This procedure consists of the following

steps. Select several operating points which cover the range of

the plant’s dynamics and obtain a LTI approximation to the plant

at each operating point. For each linearized plant, design a LTI

controller to meet the performance requirements; then, using

some scheduling scheme, interpolate or schedule the local linear

designs to yield an overall nonlinear controller that covers the

entire operating range. Although these controllers work well in

practice, stability and performance guarantees can not be pro-

vided except for slow varying parameters [16], [17]. Further

more, since these operating points are usually indexed by some

combination of state or reference state trajectories, complex pa-

rameter identification blocks are needed to perform scheduling

and to deal with delicate stability questions in the switching

zone.

LPV theory [19], [20] has been developed in the past ten

years. It is a natural extension of the conventional gain sched-

uling approach. With real measurable scheduling variable(s), it

Robust and coordinated tuning of power

system stabiliser gains using sequential

linear programming
R.A. Jabr
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Abstract: This study presents a linear programming (LP)-based multivariable root locus following technique for

coordinating the gain settings of power system stabilisers (PSSs). The stabiliser robustness is accounted for in

the design problem by simultaneously considering the state-space representations and multivariable root loci

corresponding to different operating scenarios. The proposed technique computes a curve in the PSS gain

parameter space such that when the PSS gains move along this curve to their optimal values, the branches of

the corresponding multivariable root loci terminate at satisfactory points in the complex plane. The curve in

the gain parameter space is computed via a linear program that successively minimises the Euclidean distance

between the unsatisfactory and satisfactory eigenvalue locations. The design method is demonstrated on a

39-bus test system with 14 operating scenarios. A comparison is carried out between the coordination results

of two PSS structures, one involving two phase-lead blocks and the other comprised of two phase-lead blocks

and a phase-lag block.
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Robust Power System Stabilizer Design Using

Loop Shaping Approach
Chuanjiang Zhu, Member, IEEE, Mustafa Khammash, Senior Member, IEEE, Vijay Vittal, Fellow, IEEE, and

Wenzheng Qiu, Student Member, IEEE

Abstract—A robust power system stabilizer (PSS) is designed
using Glover-McFarlane’s loop shaping design procedure.
Guidance for setting the feedback configuration for loop shaping
and synthesis are presented. The resulting PSS ensures the
stability of a set of perturbed plants with respect to the nominal
system and has good oscillation damping ability. Comparisons are
made between the resulting PSS, a conventionally designed PSS,
and a controller designed based on the structured singular value
theory.

Index Terms—Gap metric, loop shaping, oscillation damping,
power system stabilizer, structured singular value.

I. INTRODUCTION

P
OWER system stabilizers (PSS) have been used for many

years to add damping to electromechanical oscillations.

They were developed to extend stability limits by modulating

the generator excitation to provide additional damping to the

oscillations of synchronous machine rotors [1]. Many methods

have been used in the design of PSS, such as root locus and sen-

sitivity analysis [1], [2], pole placement [3], adaptive control [4],

controller design is relatively simpler than the synthesis in

terms of the computational burden. This paper uses the Glover-

McFarlane loop shaping design procedure to design the

PSS. It combines the robust stabilization with the classical

loop shaping technique. In contrast to the classical loop shaping

approach, the loop shaping is done without explicit regard to

the nominal plant phase information. The design is both simple

and systematic. It does not require an iterative procedure for its

solution. The design procedure guarantees the stabilization of a

plant set within a ball of certain radius in terms of the gapmetric.

It is naturally tied to the concept of gap metric and is an elegant

approach to synthesize controllers.

For power system applications, the Glover-McFarlane loop

shaping design has been used by Ambos [12], Pannett [13] et

al. to design a controller for generator control. Graham [14] has

designed robust controllers for FACTS devices to damp low fre-

quency oscillations.

In this work, we introduce this design procedure to PSS de-

sign both on a four machine system and a 50-machine mod-

erate sized system, and provide some basic guidelines for loop

294 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 20, NO. 1, FEBRUARY 2005

Simultaneous Coordinated Tuning of PSS and FACTS

Damping Controllers in Large Power Systems
Li-Jun Cai and István Erlich, Member IEEE

Abstract—This paper deals with the simultaneous coordinated
tuning of the flexible ac transmission systems (FACTS) power
oscillation damping controller and the conventional power system
stabilizer (PSS) controllers in multi-machine power systems.
Using the linearized system model and the parameter-constrained
nonlinear optimization algorithm, interactions among FACTS
controller and PSS controllers are considered. Furthermore, the
parameters of the damping controllers are optimized simultane-
ously. Simulation results of multi-machine power system validate
the efficiency of this approach. The proposed method is effective
for the tuning of multi-controllers in large power systems.

Index Terms—Comprehensive damping index, coordination,
damping control, FACTS, interaction, nonlinear optimization,
power oscillation damping (POD), power system stabilizer (PSS),
tuning.

I. INTRODUCTION

D
AMPING of power system oscillations between inter-

connected areas is very important for the system secure

operation. Besides power system stabilizers (PSSs), flexible

ac transmission systems (FACTS) devices are also applied to

enhance system stability [1], [3], [8], [13], [18], [21]. Particu-

PSSs and FACTS POD controllers are considered, interactions

among these controllers are improved. Therefore, the overall

system performance is optimized.

This paper is organized as follows. Following the introduc-

tion, the test system comprising a series FACTS device and 16

generators is described. In Section III, the PSSs and FACTS

POD controllers are introduced. In Section IV, simultaneous

tuning method is discussed in detail. The simulation results are

given in Section V. Finally, brief conclusions are deduced.

II. MULTIMACHINE TEST SYSTEM

The 16-machine 68-bus simplified New-England power

system [6] modified with a series FACTS device, as shown in

Fig. 1, is simulated in this study. Each generator is described by

a sixth-order model and the series FACTS device is simulated

using a power-injection model [4], [10], [12].

By means of the modal analysis, the test system can be di-

vided into five areas [6]. The main inter-area oscillations are

between area 1, 2, 3 and area 4 because of the relative weak in-

terconnections between them.

⇒ signal selection is combinatorial & control design is suboptimal
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Challenges in wide-area control

1 signal selection is combinatorial

2 decentralized control is suboptimal

3 identification of critical modes is somewhat ad hoc

What information is contained in the
spectrum of a non-normal matrix ?

Example: ẋ =

[
−1 102

0 −1

]
x

x ’ = − x − 100 y
y ’ = − y        
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Today [X. Wu, FD, & M. Jovanovic ’15]:

⇒ performance metric: variance amplification of stochastic system

⇒ simultaneously optimize performance & control architecture

⇒ fully decentralized & nearly optimal controller
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running case study:

New England – New York

Case study: New England – New York test system

model features (242 states):

sub-transient generator
models [Singh et. al. ’14]

open loop is unstable

exciters & tuned PSSs

frequency & damping ratios of
dominant inter-area modes

Figure 1- Line Diagram of the 68-bus system
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variance amplification as

performance metric

∫ ∞

0
x(t)TQ x(t) dt

Primer on H2 - norms
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Slow coherency performance objectives

recall sources for inter-area oscillations:

220

309

310

120
103

209

102102

118

307

302

216

202

linearized swing equation: M θ̈+D θ̇+ Lθ=P

mechanical energy: 1
2 θ̇M θ̇ + 1

2 θ
TLθ

heterogeneities in topology, power transfers,

& machine responses (inertia & damp)

⇒ performance objective = energy of homogeneous network:

xTQ x = θ̇TM θ̇ + θT
(
In − (1/n) · 1n×n

)
θ

other choices possible: center of inertia, inter-area differences, etc.
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Input-output analysis in H2 - metric

linear system with white noise input: ẋ = Ax + B1η

energy of homogeneous network as performance output: z = Q1/2x

steady-state variance of the output is given by the H2-norm

‖G‖2
H2

:= lim
t→∞

E
(
x(t)T Q x(t)

)
=

1

2π

∫ ∞

−∞
‖G (jω)‖2

HS dω

power spectral density ‖G (jω)‖2
HS reveals NE-NY inter-area modes
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H2 - norms for consensus-like systems
see exercise
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sparsity-promoting

optimal control



Primer on Linear Quadratic Control (LQR)

173 / 184

Optimal linear quadratic regulator (LQR)

model: linearized ODE dynamics ẋ(t) = Ax(t) + B1η(t) + B2u(t)

control: memoryless linear state feedback u = −Kx(t)

optimal centralized control with quadratic H2 - performance index:

minimize J(K ) , lim
t→∞

E
{
x(t)TQx(t) + u(t)TRu(t)

}

subject to

linear dynamics: ẋ(t) = Ax(t) + B1η(t) + B2u(t),

linear control: u(t) = −Kx(t),

stability:
(
A− B2K

)
Hurwitz.

(no structural constraints on K )

10 20 30 40 50 60 70

2
4
6
8

! = 0.0001604  ,  card(K
!
*) = 460

10 20 30 40 50 60 70

2
4
6
8

! = 0.0008377  ,  card(K
!
*) = 321

10 20 30 40 50 60 70

2
4
6
8

! = 0.004375  ,  card(K
!
*) = 178

10 20 30 40 50 60 70

2
4
6
8

! = 1  ,  card(K
!
*) = 37
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Sparsity-promoting optimal LQR [Lin, Fardad, & Jovanović, ’13]

simultaneously optimize performance & architecture

minimize lim
t→∞

E
{
x(t)TQx(t) + u(t)TRu(t)

}
+ γ · card(K )

subject to

linear dynamics: ẋ(t) = Ax(t) + B1η(t) + B2u(t),

linear control: u(t) = −Kx(t),

stability:
(
A− B2K

)
Hurwitz.

⇒ for γ = 0: standard optimal control (typically not sparse)

⇒ for γ > 0: sparsity is promoted (problem is combinatorial)

⇒ card(K ) convexified by weighted `1-norm
∑

i , j
wij |Kij |
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Parameterized family of feedback gains

K (γ) = arg min
K

(
J(K ) + γ ·

∑
i ,j
wij |Kij |

)
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Algorithmic approach in an nutshell (detailed in back-up slides)

1 Algebraic formulation via Gramian and Lyapunov equation

2 Non-convexity in K : use homotopy path in γ & ADMM

3 Rotational symmetry: remove absolute angle by COI transformation

4 Block/row-sparsity-promoting optimal control

angles remaining states

element-wise penalty

block-wise penalty

row-wise penalty

177 / 184

sparsity-promoting control

of inter-area oscillations

Sparsity-promoting control architecture

γ = 0, card (K ) = 1764

γ = 10−4, card (K ) = 1746

γ = 0.00015, card (K ) = 1603

178 / 184

Sparsity-promoting control architecture

γ = 0.00023, card (K ) = 1475

γ = 0.00031, card (K ) = 1353

γ = 0.00041, card (K ) = 1231
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Sparsity-promoting control architecture

γ = 0.00047, card (K ) = 1106

γ = 0.00054, card (K ) = 862

γ = 0.00063, card (K ) = 733

178 / 184

Sparsity-promoting control architecture

γ = 0.00095, card (K ) = 609

γ = 0.0011, card (K ) = 484

γ = 0.0015, card (K ) = 353
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Sparsity-promoting control architecture

γ = 0.0060, card (K ) = 191

γ = 0.0655, card (K ) = 109

γ = 0.1, card (K ) = 107
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Performance vs. sparsity
Q = energy of homogeneous network , R = In , γ ∈

[
10−4, 0.1

]
(J − Jc) /Jc card (K) /card (Kc)

10−4 10−3 10−2 10−1
0

0.5

1

1.5
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γ
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en
t

10−4 10−3 10−2 10−1
0

20

40

60

80

100

γ

pe
rc

en
t

γ = 0.1 ⇒
{

2.6 % relative performance loss
6.1 % non-zero elements in K

⇒ fully decentralized control is nearly optimal !
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Performance comparison of different approaches

power spectral density spectrum of covariance matrix

180 / 184

Robustness: optimal control reduces sensitivity
nominal controller applied to 20, 000 operating points with ±20% randomized loading

open-loop system block-sparse controller

⇒ optimal (decentralized) control reduces sensitivity

181 / 184

Eye candy: time-domain simulations

182 / 184

Outline

Brief Introduction

Power Network Modeling

Feasibility, Security, & Stability

Power System Control Hierarchy

Power System Oscillations

Conclusions
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Looking for data, toolboxes, & test cases

Matpower (static) for (optimal) power flow & static models

http://www.pserc.cornell.edu//matpower/

Matpower (dynamic) with generator models

http://www.kios.ucy.ac.cy

Power System Toolbox for dynamics & North American models

http://www.eps.ee.kth.se/personal/vanfretti/pst/Power_System_

Toolbox_Webpage/PST.html

IEEE Task Force PES PSDPC SCS: New York, Brazil, Australian grids
etc.; http://www.sel.eesc.usp.br/ieee/

ObjectStab for Modelica for dynamics & models

https://github.com/modelica-3rdparty/ObjectStab

More freeware: MatDyn, PSAT, THYME, Dome, . . .

http://ewh.ieee.org/cmte/psace/CAMS_taskforce/

Other: many test cases in papers, reports, task forces, . . .
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Conclusions

Brief Introduction

Power Network Modeling

Feasibility, Security, & Stability

Power System Control Hierarchy

Power System Oscillations

Conclusions

Obviously, there is a lot more . . .

I hope I could give you a little insight into a few interesting problems.
184 / 184

final words of wisdom

http://www.pserc.cornell.edu//matpower/
http://www.kios.ucy.ac.cy
http://www.eps.ee.kth.se/personal/vanfretti/pst/Power_System_Toolbox_Webpage/PST.html
http://www.eps.ee.kth.se/personal/vanfretti/pst/Power_System_Toolbox_Webpage/PST.html
http://www.sel.eesc.usp.br/ieee/
https://github.com/modelica-3rdparty/ObjectStab
http://ewh.ieee.org/cmte/psace/CAMS_taskforce/


Power system economics
Market-based operation: formulations, basic principles, problems and benefits

Spatial dimension of energy trading and power balancing
Ancillary services and real-time control

Andrej Jokić
Control Systems group

Faculty of Mechanical Engineering and Naval Architecture
University of Zagreb

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 1 / 184

smart grids ?

hidden technology

invisible hand of market

important (for the “smart“ part): get the fundamentals right and well

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 3 / 184

Market-based operation Basic principles

Deregulation

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 5 / 184



Market-based operation Basic principles

Unifying approach: optimization

In general terms, problems of a power system on global level can be summarized as
follows

i) Economical efficiency subject to: Global energy balance + Transmission system
security constraints

ii) Economical efficiency subject to: Accumulation of sufficient amount of ancillary
service + Transmission system security constraints

iii) Economical and dynamical efficiency, subject to: Global power balance + Robust
stability

ECONOMY versus RELIABILITY

Formulation of PROBLEMS: structured, time-varying optimization problems
SOLUTIONS:

not only algorithms that give solution (as desired output), but also:
efficient, robust (optimally account for trade-offs), scalable and flexible control
and operational architecture (who does what and when? relations?)
long term benefits of markets due to different solution architecture compared
to regulated system

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 6 / 184

Market-based operation Basic principles

Positioning in time scale

Market commodities
Energy markets: commodity is energy [MWh]
Ancillary services markets (power balancing): commodity is energy (options)
and sometimes capacity (placed on disposal over some time) [MWh]

Observation: Commodities are defined over time intervals (necessary to quantify
energy)

Program time unit (PTU)
Program time unit (PTU): a market trading period (5min to 1h) for forward and
real-time markets.
Some markets trade with over longer intervals (days, months,...)

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 7 / 184

Market-based operation Basic principles

Positioning in time scale

Market commodities
Energy markets: commodity is energy [MWh]
Ancillary services markets (power balancing): commodity is energy (options)
and sometimes capacity (placed on disposal over some time) [MWh]

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 8 / 184

Market-based operation Basic principles

Positioning in time scale

Power versus energy
Ancillary services: provision of power (real-time), trading in energy/capacity
Congestion: constraints on power flows (real-time), trading in energy

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 9 / 184



Market-based operation Basic principles

Positioning in time scale

Power versus energy
Ancillary services: provision of power (real-time), trading in energy/capacity
Congestion: constraints on power flows (real-time), trading in energy

Economy(energy), Control(power)
Interplay between power and energy → coupling economy and
physics/engineering (control)
Increased uncertainties (renewables, decentralization) both in power and
energy → tighter coupling economy, physics/control → requires design for
efficiency and robustness

Out of scope in this talk: investments, legislation, details of regulation, political
aspects

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 10 / 184

Market-based operation Basic principles

Positioning in time scale

Traditional power system

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 11 / 184

Market-based operation Basic principles

Positioning in time scale

Market based power system

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 12 / 184

Market-based operation Basic principles

Actions in time

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 13 / 184



Market-based operation Basic principles

Conditions for deregulation

Natural monopoly
Economy of scale: Efficiency(100 MW plant) > Efficiency(10 MW plant) >
Efficiency(1 MW plant)
Large generating companies: one owner of many plants → cheaper
production due to hiring of specialists, sharing parts and repair crews...

Conditions for successful deregulation
Lack of natural monopoly, or the conditions of natural monopoly should hold only
weakly.

... if monopolist can produce power at significantly lower cost than the best
competitive market, then regulation makes little sense.

Emerging playground for competition
More efficient low power plants (cheap gas turbines); renewable generation;
smaller size distributed generation distributed on all levels in the system; price
elastic demand,...
Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 14 / 184

Market-based operation Basic principles

Conditions for deregulation
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Market-based operation Basic principles

Maximizing social welfare
Energy market

Production cost function: Ci (pi )
Consumption benefit function: Bj(dj)

Social welfare maximization (isolated system)

min
p1,...,pn,d1,...,dm

n∑
i=1

Ci (pi )−
m∑

j=1
Bj(dj) (= max social welfare)

subject to
pi ∈ Pi , i = 1, . . . , n (local production constraints)
dj ∈ Dj , j = 1, . . . ,m (local consumption constraints)

n∑
i=1

pi =
m∑

j=1
dj (balance supply and demand)

example local constraints: Pi := {p | pi ≤ p ≤ pi}, Dj := {d | d j ≤ d ≤ d j}
Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 16 / 184

Market-based operation Basic principles

Intermezzo: Lagrange duality

Optimization problem

min
x
{ f (x) | g(x) ≤ 0, h(x) = 0 }

where h : Rn → Rm g : Rn → Rp

Lower bounds
Let x be feasible point (g(x) ≤ 0, h(x) = 0). For arbitrary λ ∈ Rm and µ ∈ Rp with
µ ≥ 0 we have

L(x , λ, µ) := f (x) + λ>h(x) + µ>g(x) ≤ f (x).
After infimization we have

`(λ, µ) := inf
x
L(x , λ, µ) ≤ inf

{x | g(x)≤0, h(x)=0}
f (x)

Since λ and µ ≥ 0 were arbitrary we conclude

sup
{λ,µ |µ≥0}

`(λ, µ) ≤ inf
{x | g(x)≤0, h(x)=0}

f (x)

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 17 / 184



Market-based operation Basic principles

Intermezzo: Lagrange duality

Terminology and observations

Lagrange function: L(x , λ, µ) := f (x) + λ>h(x) + µ>g(x)
Lagrange dual cost: `(λ, µ) := infx L(x , λ, µ)
Lagrange dual problem: dopt = sup{λ,µ |µ≥0} `(λ, µ)
Primal problem: popt = inf{x | g(x)≤0, h(x)=0} f (x)

Dual problem is concave maximization problem. Constraints are often simpler
than in primal problem.

Weak duality (lower bounds)
Dual optimal value (dopt) ≤ Primal optimal value (popt)

Weak duality is always true.

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 18 / 184

Market-based operation Basic principles

Intermezzo: Lagrange duality

Lagrange Duality Theorem

Weak duality always holds: dopt ≤ popt

Let primal problem be convex with satisfied Slater’s constraint qualification.
Then strong duality holds: dopt = popt .

Strong duality in compact form

max
{λ,µ |µ≥0}

(
inf
x
f (x) + λ>h(x) + µ>g(x)

)
= inf
{x | g(x)≤0, h(x)=0}

f (x)

Slater’s constraint qualification
Define sets In, Ia: i ∈ In if gi (·) is nonlinear; i ∈ Ia if gi (·) is affine.
Slater CQ: the set

{x | h(x) = 0, gi (x) < 0 for i ∈ In, gi (x) ≤ 0 for i ∈ Ia, }

is nonempty.
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Market-based operation Basic principles

Maximizing social welfare via dual problem
Energy market

Primal

min
pi∈Pi ,dj∈Dj

n∑
i=1

Ci (pi )−
m∑

j=1

Bj (dj )

subject to
n∑

i=1

pi =
m∑

j=1

dj

Dual

max
λ∈R

`(λ)

where

`(λ) = min
pi∈Pi ,dj∈Dj

n∑
i=1

Ci (pi )−
m∑

j=1

Bj (dj ) + λ
( m∑

j=1

dj −
n∑

i=1

pi

)
Assumption: convexity. Ci (·) convex functions, Bj (·) concave fun., Pi ,Dj convex sets.
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Market-based operation Basic principles

Maximizing social welfare via dual problem
Energy market

Dual

max
λ∈R

`(λ)

where

`(λ) = min
pi∈Pi ,dj∈Dj

n∑
i=1

Ci (pi )−
m∑

j=1
Bj(dj) + λ

( m∑
j=1

dj −
n∑

i=1
pi

)

Observation 1: Lagrange dual cost function `(λ) is decomposable (for a fixed λ,
can be decomposed into n + m separate minimization problems)

Observation 2: maxλ∈R `(λ) is attained when
∑m

j=1 dj =
∑n

i=1 pi ((sub)gradient
of `(λ) is zero).
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Market-based operation Basic principles

Maximizing social welfare via dual problem
Energy market

max
λ∈R

`(λ)

Supplier’s local minimizations

min
P1

C1(p1)− λp1

min
P2

C2(p2)− λp2

...
min
Pn

Cn(pn)− λpn

Demand’s local minimizations

min
D1

λd1 − B1(d1)

min
D2

λd2 − B1(d2)

...
min
Dm

λdm − B1(dm)
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Market-based operation Basic principles

Maximizing social welfare via dual problem
Energy market

Market operator

max
λ∈R

`(λ) ⇔ determine λ :
m∑

j=1
d?j =

n∑
i=1

p?i

Rational behaviour of market players (max its own benefits)
Supplier’s local minimizations

p?1 = argminp1∈P1 C1(p1)− λp1
p?2 = argminp2∈P2 C2(p2)− λp2

...
p?n = argminpn∈Pn Cn(pn)− λpn

Demand’s local minimizations

d?1 = argmind1∈D1 λd1 − B1(d1)
d?2 = argmind2∈D2 λd2 − B1(d2)

...
d?m = argmindm∈Dm λdm − B1(dm)

λ∗ which solves the above problem is the (market clearing) price
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Market-based operation Basic principles

Market based operation

Some observations/remarks
change from regulated and single utility owned and operated system to the
market based system can be seen as shift from explicitly solving primal
problem to explicitly solving dual problem
Lagrange dual (and “complementarity problems”): suitable as manipulates
with both physical (primal) variables and economy related variables - prices
(dual)
generic approach: assign prices to global constraints (i.e. power balance) and
use them to coordinate local behaviours to meet the global constraints
By shifting to solving dual problem we have introduced different solution
architecture: i) new players: market operators, competing market agents; ii)
we have defined who does what; iii) we have introduced prices and bids as
protocols for coordination among players.
Large-scale complex systems: rely on protocols, modularity and
architecture (Internet: TCP/IP; power system: 50 Hz is a “protocol”;
money / bid format;... a bit wider view: passivity in control as a protocol...)
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Market-based operation Basic principles

Market based operation
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Market-based operation Basic principles

Market based operation
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Time varying price signals as
Protocols and defining ingredients of uniform interfaces in communication between
producers, consumers, market and system operators
Signals for coordination and time synchronization of local behaviours to achieve
global goals

Market-based operation Basic principles

Market based operation

Supplier: p?i = argminpi∈Pi Ci (pi )− λpi
Consumer: d?j = argmindj∈Dj λd1 − Bj(dj)

Suppose λ is given such that p?i ∈ interior of Pi , d?j ∈ interior of Dj , then we have

dCi (p?i )
dpi

= λ

dBj(d?j )
ddj

= λ

i.e., social welfare is maximized when all prosumers (producers/consumers) adjust
their prosumption levels so that marginal cost/benefit functions are equal to the
price.
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Market-based operation Basic principles

Market clearing problem

Bids from marginal costs/benefits

dCi (pi )
dpi

= λ ⇔ pi = γp
i (λ) ⇔ λ = βp

i (pi )

dBj(dj)
ddj

= λ ⇔ dj = γd
j (λ) ⇔ λ = βd

j (di )

Market clearing problem in practice
Find the market clearing price λ? at intersection of the aggregated supply bid
curve γ̃p(λ) :=

∑
i γ

p
i (λ) with the aggregated demand bid curve

γ̃d (λ) :=
∑

j γ
d
j (λ):

n∑
i=1

p?i =
n∑

i=1
γp

i (λ?) = γ̃p(λ?) = γ̃d (λ?) =
m∑

j=1
γd

j (λ?) =
m∑

i=1
d?i

Remark: extension to cases when assumptions p?i ∈ interior of Pi , d?j ∈ interior of Dj are
not valid are straightforward. Easy to include constraints in the bids.
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Market-based operation Basic principles

Market clearing: example

APX, aggregated bids

30. January 2015, 2 a.m.

In some markets (e.g., APX) block bids are possible (bids for more trading
periods; convenient to account for start-up costs. Origin of nonconvexity.)
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Market-based operation Basic principles

Market clearing: example

APX, aggregated bids

30. January 2015, 7 p.m.

In some markets (e.g., APX) block bids are possible (bids for more trading
periods; convenient to account for start-up costs. Origin of nonconvexity.)
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Market-based operation Basic principles

Market clearing problem

Terminology: “all supply bids smaller than some price are accepted

Exercise 1. Prove the following:

Non-decreasing βp
i (·) ⇒ Ci (·) is convex

Non-increasing βd
i (·) ⇒ Bi (·) is concave

Ci (pi ) =
∫ pi

p
i

βp
i (ξ)dξ, Bi (di ) =

∫ di

d i

βd
i (ξ)dξ

Market operators require bids to be non-decreasing/non-increasing (irrespective of true
marginal costs/benefits).
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Market-based operation Basic principles

Exercise 2.
Let the bids be piecewise constant (non-decreasing for supply, non-increasing for
demand). Formulate market clearing problem as an optimization problem (primal).
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Market-based operation Basic principles

Maximizing social welfare via dual problem

Consumer surplus
CS(di ) := Bi (di )− λdi

Producer surplus
PS(pi ) := λdi − Ci (pi )

Remarks:
In fact graphical interpretation of solving dual problem.
Maximized areas (surpluses) = optimal value of Lagrange multiplier (price).

In practice it is often told that all the bids till Market clearing volume / Market clearing
price are accepted.
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Market-based operation Basic principles

Balance responsible party

Balance responsible party (BRP)
BRP is a legal entity that is capable and allowed to trade on energy and
ancillary service markets.
BRP is defined by specification of its responsibilities (operational rules) and
interfaces with other subsystems in the operational architecture of the overall
system.

By defining the interfaces and responsibilities, we are in fact defining the BRPs as
crucial building blocks (modules) of the system.

Responsible for own production and load prediction;
Responsible for behavior in markets (e.g. market power misuses);
Responsible for behavior in power system (e.g. responsibility to react on
real-time SC signal from TSO);
Can pay bills;
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Market-based operation Basic principles

Bidding
Basics of bidding

BRPs portfolio: •m generators {Ci (pi ), pi
, pi}i=1,...,m; • n controllable loads

{Bi (di ), d i , d i}; • aggregated price inelastic power injection q

How could the BRP bid for its aggregated prosumption pEX ? βBRP(pEX ) =?
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Market-based operation Basic principles

Bidding
Basics of bidding

Approach I

min
{pi},{dj},pEX

m∑
i=1

Ci (pi )−
n∑

j=1

Bj (dj )− λpEX

subject to
m∑

i=1

pi −
n∑

j=1

dj + q = pEX

p
i
≤ pi ≤ pi , i = 1, . . . ,m

d j ≤ dj ≤ d j j = 1, . . . , n

λ as parameter, calculate pEX

Approach II

min
{pi},{dj}

m∑
i=1

Ci (pi )−
m∑

j=1

Bj (dj )

subject to
m∑

i=1

pi −
n∑

j=1

dj + q = pEX ♣

p
i
≤ pi ≤ pi i = 1, . . . ,m

d j ≤ dj ≤ d j j = 1, . . . , n

pEX as parameter, Lagrange multiplier to ♣
as price

Exercise 3: Show equivalence between Approach I and Approach II.
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Market-based operation Basic principles

Balance responsible party

All market participants interact with markets through a BRP, or are a BRP
themselves.
BRP as a module (building block)
Heterogeneity, local “issues”.... all “hidden” behind the interface (“Interface 2”)
Example: bids are requested to be increasing functions (CONVEXITY) - simple and
“smart” way to deal with complexity
Later on: BRP will have to internally “decouple” services to comply with protocols
on the interfaceAndrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 40 / 184

Market-based operation Benefits of deregulation

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

In mathematical terms we reached (via dual) the same solution (as primal).
Why deregulation?
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Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

In mathematical terms we reached (via dual) the same solution (as primal).
Why deregulation?

Competitive markets simultaneously
hold prices down to marginal cost
minimize cost

Regulation can do one or the other, but not both.
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Market-based operation Benefits of deregulation

Perfect competition

Adam Smith (“Wealth of Nations”):
perfectly competitive market =⇒ economic efficiency
“invisible hand of market” (Solution architecture matters)

Perfect competition (conditions)
large number of generators (market agents)
each agent act competitively (attempts to maximize its profits)
price taking agents
good information (market prices are publicly known)
well-behaved costs

Well-behaved costs = convexity. Important for existence of equilibrium.
Difficulties: start up costs

Competitive equilibrium
A market condition in which supply equals demand and traders are price takers.
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Market-based operation Benefits of deregulation

Particularities of markets in power systems

Problems with electrical energy as commodity
No buffering. Cannot be efficiently stored in large quantities. Consumed as
produced → fast changing production costs.
No free routing. Other transportation systems have free choices among
alternative paths between source and destination. Power transmission system:
power flows governed by physical laws.

Demand-side flaws
Lack of metering and real-time billing. Customers disconnected from market
(do not respond to real-time fluctuations in price/cost of supply)
Lack of real-time control of power flow to specific customers. Ability of load
to take power from the grid without prior contract with a generator.

Consequences: necessity of an independent system operator as supplier in
real-time, responsible for balancing;
necessity of well designed market architecture
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Market-based operation Benefits of deregulation

Prices

Demand-side flaws

Yearly market prices (APX) Prices for consumers
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Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

Some expected benefits:
large benefits expected to come from demand side (price-elastic consumers in
“smart grids”) when exposed to real-time prices (smart meters)
→ lower demand when generation is most costly
→ in long run: less generators to be built, reduced production costs

Load factor

load factor = average demand
peak demand

Real-time pricing reduces load factor (but in the most general case does not
achieve load factor of 1).
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Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

p(k)=controllable power production at time k
q(k)=uncontrollable load or negated uncontrollable power
d(k)=controllable load
C(p)=cost function for producing at power level p
B(d)=benefit function of consuming at power level d
Energy constrained load:

∑N
k=1 d(k) = EN

(with B(d) = const., the goal of consumption profile d(1), . . . , d(N) is to shift the load
to minimize payments while satisfying energy production over the time horizon)
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Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

Example

Social welfare maximization (≡ market solution under perfect competition)

min
{p(k),d(k)}k=1...,N

N∑
k=1

(
C(p(k))− B(d(k))

)
subject to p(k) = d(k) + q(k), k = 1, . . . ,N

N∑
k=1

d(k) = EN

With C(·),B(·) strictly convex/concave and q is not constant in time, power
factor is necessarily smaller than 1.
With B(·) ≡ 0, load shifting leads to power factor 1 even with q 6= 1c

Exercise 4: Prove the above statements.
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Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

Example

Social welfare maximization (≡ market solution under perfect competition)

min
{p(k),d(k)}k=1...,N

N∑
k=1

(
C(p(k))− B(d(k))

)
subject to p(k) = d(k) + q(k), k = 1, . . . ,N

N∑
k=1

d(k) = EN

Constant power profiles
(q = 0) Let Ci (·) be strictly convex function (Bi (·) strictly concave function). Then
optimal power production (consumption) profile to produce (consume) certain amount of
energy over some PTU is a constant production (consumption) profile.

...observation in favour of dealing with real-time power balancing and congestion.
Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 50 / 184

Market-based operation Benefits of deregulation

Benefits of market-based (price-based) operation

Load shifting (load factor improvement) caused by pricing is in some cases
self-limiting

still ...

(+) changing load factor from 60% to 80% gives 25% reduction in needed
generation capacity.

but...

(-) with more loads as baseload, reduction of for peaking generators: fixed costs
reduction of ≈ 12% (peaking generators cost roughly half of an average generator
costs per installed megawatt). Overall reduction in cost of supply relatively low
(several percent). [Stoft “Power system economics” ]

but ...

(+) price-elastic demand side reduces conditions for market power
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Market-based operation Market power

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Market-based operation Market power

Market power

Market power
The ability to alter profitably prices away from competitive levels.

“profitably”: important in definition. Some baseload plant (e.g. nuclear power plant) can
influence the system when needed, even if it looses money by exercising this influence
(e.g. by shutting down).

(λMC , pMC ) =
monopolistic equilibrium
(λ?, p?) = competitive
equilibrium

max λMC (β(p)) pMC (β(p))− C
(
pMC (β(p))

)
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Market-based operation Market power

Market power

Market power
on supply side: monopoly power. result: price higher than competitive
on demand side: monopsony power. result: price lower than competitive

Exercising monopoly power
quantity withholding (reducing output)
financial withholding (raising the price for output)
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Market-based operation Market power

Market power

Example

Incremental costs of a supplier: aipi + bi , with ai > 0

Strategy: selecting ki ≥ 0 for the bid βi (pi ) = kiβ(pi ) = kiaipi + kibi
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Market-based operation Market power

Market power
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Market-based operation Market power

Market power

Competitive equilibrium (Walrasian equilibrium)
A market condition in which supply equals demand and traders are price takers.

Nash equilibrium
None of the players can increase its benefits by changing its own strategy,
provided that other players continue with their strategies.

Strategy Si of a player i (algorithm for playing in the market)
Ji (s1, . . . , sn): benefits of player i , as outcome of all strategies

∀i , si ∈ Si : Ji (s∗1 , . . . , s∗i−1, s∗i , s∗i+1, . . . , s∗n ) ≥ Ji (s∗1 , . . . , s∗i−1, si , s∗i+1, . . . , s∗n )
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green dot ← perfect competition; red dot ← Nash equilibrium

Market-based operation Market power

Market power

Elasticity of demand (e)

With aggregated demand D :=
∑

i di and price λ

e = −∆D
D /

∆λ
λ

→ e = −dD
dλ

λ

D

Market share

si = pi∑
i pi

Lerner index for Cournot oligopoly (group of uncoordinated suppliers)

Lx = s
e

For monopoly: s = 1, Lx = 1/e.
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Market-based operation Market power

Summary/illustration of problems
including time couplings

Forward time BRP bidding over finite horizon of N PTUs.
Similar formulation: internal BRP re-scheduling / real-time (MPC type) control
over one or several PTUs

pi := (pi (1), . . . , pi (N)), di := (di (1), . . . , di (N))
q(k) = (predicted) uncontrollable prosumption at k-th PTU for the considered BRP

BRP’s problem with time couplings (example)

min
{pi},{dj}

N∑
k=1

(∑
i

Ci (pi (k))−
∑

j

Bj (dj (k))
)
− λ(k)pEX (k)

subject to
∑

i

pi (k)−
∑

j

dj (k) + q(k) = pEX (k)

pi (k) ∈ Pi (pi(k)), dj (k) ∈ Dj (dj(k)) (dynamics, constraints)
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Market-based operation Market power

Summary/illustration of problems
including time couplings

min
{pi},{dj}

N∑
k=1

(∑
i

Ci (pi (k))−
∑

j

Bj (dj (k))
)
− λ(k)pEX (k)

subject to
∑

i

pi (k)−
∑

j

dj (k) + q(k) = pEX (k)

pi (k) ∈ Pi (pi(k)), dj (k) ∈ Dj (dj(k)) (dynamics, constraints)

General philosophy: keep market operator’s job simple and transparent; let BRPs cope
with their problems

Market operator services for time couplings: block bids, intra-day market
Similarity with hierarchical/distributed (dual decomposition based) MPC
Iterations replaced with bids (functions relating primal-dual variables)
Complexity: largely on the BRP’s side, behind the “market interface”, behind bid
Market power, game theory: λ(k, pEX (k))
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Market-based operation Market power

Market architecture
Architecture = functionality allocation: “who does what?”, “how are the subsystems interrelated
and connected?”

Forward time markets (Bilateral markets; “Over the counter (OTC) trade”: reducing risks
Day ahead market: adapting to D − 1 state/prediction. competition; liquidity
Intraday markets: adaptation to H − 1 state/prediction (some similarity with MPC)
Balancing market: reflecting true physical transactions
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Market-based operation Market power

Market architecture
“Submarkets”

The base and peak load on energy markets
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Market-based operation Market power

Market architecture
Market types

Two basic ways to arrange trades between buyers and sellers
bilateral (trade directly)
mediated (over intermediary)

Currently there is no consensus on the best list of submarkets from which to
construct an entire power market.
Design of market architecture must consider market structure in which it is
embedded.
Market structure = properties of the market closely tied to technology and
ownership.
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Market-based operation Market power

Market architecture
Linkages

implicit (e.g., prices on forward markets (longer term) try to approximate
expected spot prices (short term))
explicit

Implicit linkages are important part of market architecture (e.g., they create incentives
for certain business opportunities.)

Relations between prices on different markets (TenneT NL)
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Congestion management Basic notions

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Congestion management Basic notions

Congestion management

Line flow limits:
physical: thermal limits, stability limits
contingency limits (robustness): physical limits following contingency

Congestion is a problem on more time-scales (day-ahead, real-time).
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Congestion management Basic notions

Congestion management

Traditional system: vertically integrated utility with full knowledge and control.
Market-based system. Responsible party: Transmission system operator (TSO).
Transmission system used in different way than planned. One of the toughest problems
in market-based operation. Several solution architectures in practice
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Congestion management Basic notions

Recall: power flow equations (DC)

Transmission system: connected undirected graph G = (V, E)

DC power flow model:

pij = bij (θi − θj ) = −pji

bij = susceptance of line εij ∈ E ,
θi = voltage phase angle at node (bus) vi ∈ V.

Node vi with neighbouring nodes Ni , power balance:
pi =

∑
j∈Ni

pij

pi = node aggregated controllable power injection

pi < 0 consumption
pi > 0 production
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Congestion management Basic notions

Recall: power flow equations (DC)

Transmission system: connected undirected graph G = (V, E)
p1
p2
...
pn

 =


bN1 −b12 . . . −b1n
−b12 bN2 . . . −b2n
...

...
. . .

...
−b1n −b2n . . . bNn



θ1
θ2
...
θn


with bNi :=

∑
j∈Ni

bij

Power flow equations

p = Bθ

Remark: B> = B, B1n = 0.

Line flow limits

Lθ ≤ eE
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Congestion management Basic notions

Power Transfer Distribution Factors (PTDF)

Power Transfer Distribution Factors (PTDF)
PTDF (of a line with respect to a transaction) is
the coefficient of the linear relationship between
the amount of transaction and the flow on the
line.

A transaction = specific amount of power
injected at one (specified) node and removed at
another (specified) node.

PTDF is the fraction of the amount of a
transaction from one node to the other that
flows over a given transmission line.
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Congestion management Basic notions

Power Transfer Distribution Factors (PTDF)

Example.

↓ No free routing.
(↑ Frequency as global variable.)
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Power Transfer Distribution Factors (PTDF)
Set θ1 = 0. With abbreviations
p̃ :=

(
p2 . . . pn

)>, θ̃ :=
(
θ2 . . . θn

)>:(
p1
p̃

)
︸ ︷︷ ︸

p

=
(
B̃11 B̃>21
B̃21 B̃22

)
︸ ︷︷ ︸

B

(
0
θ̃

)
︸︷︷︸
θ(

θ1
θ̃

)
︸ ︷︷ ︸
θ

=
(
0 0>n−1
0n B̃−122

)
︸ ︷︷ ︸

F

(
p1
p̃

)
︸ ︷︷ ︸

p

ψij,mn the fraction of transaction from node m
to node n, which flows over line ij .

ψij,mn = bij(Fim − Fin − Fjm + Fjn)
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Congestion management Basic notions

Optimal power flow problem

pi = node aggregated controllable power injection with assigned economic
objective function Ji (pi ):

pi < 0, net consumption, Ji (pi ) = −Bi (pi )
pi > 0, net production, Ji (pi ) = Ci (pi )

qi = uncontrollable, price inelastic, nodal power injection (net consumption:
qi < 0, net production : qi > 0).

Optimal power flow problem (OPF)

min
p,θ

n∑
i=1

Ji (pi )

subject to p + q − Bθ = 0
p ≤ p ≤ p
Lθ ≤ eE
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Congestion management Basic notions

Market-based solution?
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Congestion management Congestion management approaches

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Congestion management approaches

Allocation methods
Nodal pricing (Locational marginal pricing)
Zonal pricing:

Market splitting
Flow-based coupling

Explicit auctioning
...other.. (uniform pricing with congestion relief,...)

Alleviation methods
Generation dispatching
Buy-back countertrade
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Congestion management Congestion management approaches

Congestion management approaches

common: maintaining security; different: impact on market economy
Why such diversity? previous market developments (history) and conservative
engineering, national politics and economic developments, strategic approach
to market players, specific topologies, generation portfolios, policy, young
filed (?)...
Congestion management is depended on the energy market architecture
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Congestion management Congestion management approaches

Nodal pricing

Given: bids β(p) :=
(
β1(p1) . . . βn(pn)

)>. Deduced: prosumption limits {p
i
, pi},

p < p, cost functions Ji (pi ) :=
∫ pi

p
i
βi (ξ)dξ for pi ≥ 0 and Ji (pi ) :=

∫ pi
pi
βi (ξ)dξ for pi < 0

Optimal pricing problem

with λ =
(
λ1 . . . λn

)>
min
p,θ,λ

n∑
i=1

Ji (pi ) (max welfare)

subject to
β(p) = λ

p − Bθ = 0
Lθ ≤ eE

OPF problem

min
p,θ

n∑
i=1

Ji (pi )

subject to
p − Bθ = 0 ♣
p ≤ p ≤ p
Lθ ≤ eE

Proposition
Vector of optimal dual variables related to the constraint (♣) in the dual to OPF
problem is the vector of optimal nodal prices.
Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 81 / 184
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Intermezzo: Lagrange duality, KKT conditions
f : Rn → R, h : Rn → Rm, g : Rn → Rp

min
x

f (x)

subject to h(x) = 0
g(x) ≤ 0

Lagrange function

L(x , λ, µ) := f (x) + λ>h(x) + µ>g(x)

KKT optimality conditions

∇f (x) +
m∑

i=1

λi∇hi (x) +
p∑

i=1

µi∇gi (g) = 0

h(x) = 0
0 ≤ −g(x) ⊥ µ ≥ 0
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Intermezzo: Lagrange duality, KKT conditions

Illustrative example
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Intermezzo: Lagrange duality, KKT conditions

Illustrative example
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Congestion management Congestion management approaches

Nodal pricing
KKT conditions (after “including back” the limits {pi , pi} into the bids βi (pi ))

OPF problem

min
p,θ

n∑
i=1

Ji (pi )

subject to p − Bθ = 0
p ≤ p ≤ p
Lθ ≤ eE

KKT conditions

β(p?)− λ? = 0
p? − Bθ? = 0

Bλ? + L>µ? = 0
0 ≤ (−Lθ? + eE) ⊥ µ? ≥ 0

Singe price in case of no congestion

−Lθ? + eE < 0 =⇒ µ? = 0 =⇒ Bλ? = 0 =⇒ λ? = 1nλ̂, λ̂ ∈ R

In case of singe congested line, optimal nodal price in general have different value
for each node. (Bλ? = −L>µ?)
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Nodal pricing
Accounting for contingencies

OPF problem with contingencies

min
p,θ

n∑
i=1

Ji (pi )

subject to p − Bθ = 0
p − Bcθc = 0
p ≤ p ≤ p
Lθ ≤ eE
Lcθc ≤ ec

KKT conditions

β(p?)− (λ?n + λ?c )︸ ︷︷ ︸
λ?

= 0

p? − Bθ? = 0
p? − Bθ?c = 0

Bλ?n + L>µ?n = 0
Bcλ

?
c + L>c µ?c = 0

0 ≤ (−Lθ? + eE) ⊥ µ? ≥ 0
0 ≤ (−Lcθ

?
c + ec) ⊥ µ?c ≥ 0

Accounting for overloads when a singe circuit is out: “N-1 criteria.

Usually post contingency flow limits are higher than nominal (eE ≤ ec)
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Nodal pricing

Congestion revenue (collected by the market operator): −(p?)>λ?

Congestion revenue (merchandise surplus) is nonnegative
With losses neglected (DC), it always hold that

−(p?)>λ? ≥ 0.

In case of at least one line congested (line flow constraint active), we have

−(p?)>λ? > 0.

With p = pg + pd where pg ≥ 0 are generator injections and pd ≤ 0 load, we have

−(p?)>λ? ≥ 0 =⇒ (λ?)>|pd | − (λ?)>|pg | ≥ 0 (market operator profits)

where | · | is elementwise applied absolute value on the vector.

Exercise 5: prove that congestion revenue is always nonnegative
(Hint: multiply optimality condition Bλ? + L>µ? = 0 from left with (θ?)>.)
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Congestion management Congestion management approaches

Nodal pricing
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Congestion management Congestion management approaches

Nodal pricing
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Congestion management Congestion management approaches

Nodal pricing
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Nodal pricing
Example I

Exercise 6: Solve the nodal pricing problem from the figure.

The bids (incremental costs): βA(pA) = 25 + 0.02pA , βB(pB) = 30 + 0.02pB ,
βC (pC ) = 35 + 0.02pC

Load is price inelastic.
Line flow limits: only line A− B has a limit on power flow, which is set to 100MW.
All three lines are identical
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Nodal pricing
Example II
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Congestion management Congestion management approaches

Congestion and market power

Bid lower then incremental cost in one location to induce congestion and
profit by exercising market power in other location.
Positive side of market power due to congestion or number of generators:
larger prices “invite” new players/investments.
Market power due to exploration of holes in market rules or exploitation of
conflict of interest: no useful economic signals
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Transmission rights

Transmission is scarce.

There is an extra money (congestion rent).

↓

Organize market for transmission rights. Use extra money to control financial risks
of congestion induced price variations.
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Transmission rights

CR = congestion rent

CR = λA(dA − pA) + λB(dB − pB) + λC (dC − pC )
= pAB(λB − λA) + pBC (λB − λC ) + pAC (λC − λA)
= 750

Example a)
dB has contract for 150MW from pA.
Physically max transaction from A to B = 150MW (2/3 of transaction flows across
line AB and 1/3 across path AC − CB).
pB buys 150MW of its power at locational price of node A: pays dB ∗ λB but gets
compensated (paid by generator in A) in amount 150 ∗ (λB − λA) = 750.
Market operator compensates generator at A for 750 = CR
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Transmission rights

CR = congestion rent

CR = λA(dA − pA) + λB(dB − pB) + λC (dC − pC )
= pAB(λB − λA) + pBC (λB − λC ) + pAC (λC − λA)
= 750

Example b)
dC has contract for 300MW from pA.
Physically max transaction from A to C = 300MW (1/3 of transaction flows across
path AB − BC and 2/3 across line AC).
pC buys 300MW of its power at locational price of node A: pays dC ∗ λC but gets
compensated (paid by generator in A) in amount 300 ∗ (λC − λA) = 750.
Market operator compensates generator at A for 750 = CR
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Transmission rights

Optimal nodal prices are competitive prices. → Well designed markets with perfect
competition will find the same set of prices as calculated via Lagrange multipliers.

So, using optimization (duality) is a “shortcut“. However...
One might purchase a transmission right to protect itself against locational
price swings due to congestion (congestion implies more local balancing →
local conditions are more volatile than global (no aggregation) → volatility of
locational prices)
Owning a transmission right protects loads from market power exercise of
local producers
Market operator might have losses if contracted transmission rights are in
excess of transmission capacity across a congested interface (sell according to
worst case contingency)
With limited amount of transmission rights, not all loads are protected from
market power in case of congestion
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Zonal pricing (market splitting)

Given: bids β(p) :=
(
β1(p1) . . . βn(pn)

)>
Deduced: cost functions Ji (pi )

Optimal pricing problem

with λ =
(
1n1>λZ1 . . . 1nK>λZK

)>
min
p,θ,λ

n∑
i=1

Ji (pi ) (max welfare)

subject to
β(p) = λ

p − Bθ = 0
Lθ ≤ eE

Different types of bids - different class of
optimization problem:
i) QP for {βi (pi )}i=1,...,n affine with no

saturation
ii) MILP for {βi (pi )}i=1,...,n piecewise

constant (often in current practice)
iii) MIQP {βi (pi )}i=1,...,n affine with

saturations
No simple characterization via duality,
except for (i).

λZi zonal price for ni nodes in zone i (zone Zi).
First n1 nodes in zone Z2, then next n2 nodes in zone Z2,...

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 98 / 184



Congestion management Congestion management approaches

Zonal pricing (market splitting)

Given: bids β(p) :=
(
β1(p1) . . . βn(pn)

)>
Deduced: cost functions Ji (pi )

Optimal pricing problem

with λ =
(
1n1>λZ1 . . . 1nK>λZK

)>
min
p,θ,λ

n∑
i=1

Ji (pi ) (max welfare)

subject to
β(p) = λ

p − Bθ = 0 ♣
Lθ − eE ≤ 0 ♠

Zonal prices for affine bids (case (i))

γi (·) = β−1i (·)

µ̃ opt. Lagrange multiplier for ♠
λ̃ opt. Lagrange multiplier for ♣ (“auxiliary
nodal prices”, note that Bλ̃+ L>µ̃ = 0)

∑
j∈Zi

(λ̃j − λZi )γ
′
j (λZi ) = 0, i = 1, . . . ,K

where γ′j (·) is derivative of γj (·).

In case of affine bids, zonal prices can be calculated as averaged sum of auxiliary nodal
prices, where the weights are derived from the bids.
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Zonal pricing (market splitting)
Example

Exercise 7 (on next slide)
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INTERMEZZO: Exercise 7

Exercise 7
For network with topology on previous slide calculate: nodal prices, zonal prices,
PTDFs for transactions of choice, ...

line i-j xij flow limit
1-2 0.0576 100
1-4 0.092 100
1-3 0.17 100
2-3 0.0586 100
3-4 0.1008 100
4-6 0.072 100
3-5 0.0625 100
3-5 0.161 100
3-5 0.085 100
3-5 0.0856 100

node i ai bi load
1 0.13 1.73 88
2 - - 87
3 0.13 1.86 64
4 0.09 2.13 110
5 0.10 2.39 147
6 - - 203
7 0.12 2.53 172

Cost function of generator at node i :
Ci (pi ) = aip2i + bipi
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Zonal pricing (flow-based market coupling)
CWE FB market coupling

CWE = Central Western Europe
NWE = North-West Europe
The market coupling evolved from market splitting.
In EU, price zones already exist (national networks).
Goal: coupling of price zones (pan-EU market).

Available Transfer Capacity (ATC) based
market coupling: in 2010 for NWE
Flow-based market coupling: parallel run
and testing for CWE region

estimated increase in day-head market
welfare: 95M Euro / year (report 9 May
2014)

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 102 / 184



Congestion management Congestion management approaches

Zonal pricing (flow-based market coupling)
CWE FB market coupling

Market coupling
matching orders on several power exchanges (market operators)
implicit (transfer) capacity allocation mechanism
market prices and net positions of the connected markets simultaneously
determined
goal: efficient and safe usage of transmission system under coupled markets
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Zonal pricing (flow-based market coupling)
CWE FB market coupling

eC ∈ RT vector power flows in T congestion critical lines
eref
C ∈ RT vector of predicted (reference) line power flows in congestion critical lines
pZi ∈ R aggregated prosumption in zone i
pref
Zi ∈ R predicted aggregated prosumption in zone i

Ψ ∈ RT×K matrix of “zonal” Power Transfer Distribution Factors (PTDF)
pZ :=

(
pZ1 , . . . , pZK

)>, pref
Z :=

(
pref
Z1 , . . . , p

ref
ZK

)>
eC = eref

C + Ψ(pZ − pref
Z )

Generation Shift Key (GSK)

Ψ = Ψ̃ diag(M1, . . . ,MK )︸ ︷︷ ︸
M

Mi ∈ RRi = Generation Shift Key (GSK) = mapping from aggregated zone power
variation (scalar value) into variations of Ri nodal “market active” power injections in
that zone.
Ψ̃ ∈ RT×(R1+...+RK ) = matrix of “standard” PTDF factors
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From aggregated zonal bids βZi (pZi ) deduce objective functions Ji (pZi ).
pZ :=

(
pZ1 , . . . , pZK

)>, pZi ∈ R (not sign restricted, possible net import and net export)
λZ :=

(
λZ1 , . . . , λZK

)>, λZi ∈ R, sC is vector of reliability margins

Market coupling problem

min
pZ ,λZ

K∑
i=1

JZi (pZi )

subject to βZ(pZ) = λZ

K∑
i=1

pZi = 0

eref
C + Ψ̃M(pZ − pref

Z )︸ ︷︷ ︸
eC

+ sC − eC ≤ 0

Market coupling problem ♣

min
pZ ,θ,λZ

K∑
i=1

JZi (pZi )

subject to βZ(pZ) = λZ

MpZ − Bθ = 0

eref
C + Lθ︸ ︷︷ ︸

eC

+sC − eC ≤ 0

boxed parts = relaxation of difficult part for zonal pricing (origin of nonconvexity).

citation:“...due to convexity pre-requisite of the flow based domain, the GSK must be
linear....”
There is more structure in ♣ formulation (possible to exploit).

Congestion management Congestion management approaches

Zonal pricing (flow-based market coupling)
CWE FB market coupling

Remarks
“a critical branch is considered to be significantly impacted by CWE cross
border trade, if its maximum CWE zone-to-zone PTDF is larger then 5%”
regularly updated (D-2 days) detailed transmission system model and
parameters estimation in detailed model used for PTDF calculation
regular cooperation of all TSO’s in gathering data
reliability margins sC : to capture uncertainties, among others from GSK
approximation
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Zonal pricing (flow-based market coupling)
CWE FB market coupling
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Zonal pricing (flow-based market coupling)
CWE FB market coupling
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Alleviation methods
Illustration of optimal redispatch

1) Clear energy market ignoring
(internal) line flow limits
→ (pPX , θPX )

2) Redispatch if a line flow limit
violated

min
∆p,∆θ

∑
i

Ji (∆pi )

subject to ∆p − B∆θ = 0
L(θPX + ∆θ) ≤ eE

3) Based on ∆p?, the TSO pays
Ji (∆pi ) to i-th prosumer
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Congestion management Using full AC model

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Convexification of OPF

Bus injection model

vk, ik, sk = voltage, current, power (all complex) at node k
Y admittance matrix
ek column vector with 1 in the k-th entry, zero elsewhere

sk = pk + iqk

sk = vkik∗ = (e>k v)(e>k Yv)∗ = tr (Y∗eke>k )vv∗

with Yk = eke>k Y, Φk := 1
2 (Yk

∗ + Yk), Ψk := 1
2i (Yk

∗ − Yk), Jk := eke>k

pk = tr Φkvv∗

qk = tr Ψkvv∗

|vk|2 = tr Jkvv∗
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Convexification of OPF

OPF problem (QCQP)

min
v

∑
k

tr Ckvv∗

subjet to
pk ≤ tr Φkvv∗ ≤ pk

qk ≤ tr Ψkvv∗ ≤ qk

vk2 ≤ tr Jkvv∗ ≤ vk2

SDP formulation of the OPF problem

min
v

∑
k

tr CkW

subjet to
pk ≤ tr ΦkW ≤ pk

qk ≤ tr ΨkW ≤ qk

vk2 ≤ tr JkW ≤ vk2

W � 0
rank(W ) = 1

SDP relaxation of the OPF problem
Omit the constraint rank(W ) = 1
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Convexification of OPF
Example. Rank constraint as origin of nonconvexity.

M =
(
m11 m12
m12 m22

)

M � 0
trace(M) = 1

M � 0
trace(M) = 1
rank(M) = 1
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Convex relaxation of OPF

Radial networks: ∃ (mild) sufficient conditions for exactness of relaxation
Branch flow model: radial net → exact
Mesh networks: convexification via phase shifters
When exact: strong duality
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Convex relaxation of OPF
Mesh network
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Congestion management Using full AC model

Solution architecture: Some challenges and potentials
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Congestion management Using full AC model

Solution architecture: Some challenges and potentials

do not use PTDF - easier to decompose on Interface 1
Keeping voltage phase angles preserves the structure
Interface 1 in reality replaced with higher hierachical level, not reflecting
toplogy of the system
Both interface 1 and 2 require parts of variables of the power flow
Interface 3 currently hardly exists - large potentials
Full AC with uncertainties - robust solutions, conservatism? Stohastic
settings...
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Ancillary services Market commodities

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Ancillary services (AS)

Regulated system: AS bundled with energy
Deregulated system: unbundling of AS, creation of competitive markets for AS

Ancillary services
Real power balancing
Voltage support (voltage stability)
Network congestion relief (transmission security)
Economic dispatch
Financial trade enforcement
Black start
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Ancillary services Market commodities

Power balancing ancillary services
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Ancillary services Market commodities

Commodities

Related AS commodities
Inertia: not a commodity.
Primary control (PC) commodities: capacity (usually mapped into control
gain (droop). (Control gain as market commodity!)
Secondary control (SC) commodities: activated energy; allocated capacity
(various arrangements)
Tertiary control commodities: capacity and energy

Some questions:
Can one benefit from
investing in flywheel?
What about inertia in
future?
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ENTSO
FCR = Frequency containment reserves (local, automatic, activation time 30s)
FRR = Frequency restoration reserves (central, automatic or manual, 30s to 15 min)
RR = Replacement reserves (several min to 1 h)

Continental Europe
synchronous system

primary reserve
secondary reserve
tertiary reserve

ENTSO
FCR = Frequency containment reserves (local, automatic, activation time 30s)
FRR = Frequency restoration reserves (central, automatic or manual, 30s to 15 min)
RR = Replacement reserves (several min to 1 h)

Nordic synchronous system
FCNR = Frequency controlled normal reserve (automatic, instantaneous; with rapid
change to 49.9/50.1 Hz, up/down regulation within 2-3 min)
FCDR = Frequency controlled disturbance reserve (automatic, instantaneous; with rapid
change to 49.5 Hz, up regulation within 2-3 min)
AR = Automatic reserves
FADR = Fast active disturbance reserve (manual, 15 min)

Ancillary services Market commodities

Service objectives and commodities

Balancing services in continental Europe synchronous
system (yellow TSOs in the Fig.) [source: S.
Jaehnert, PhD thesis]
Remark: from 2014 in TenneT PC capacity is
commodity.
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Ancillary services Market commodities

Service objectives and commodities

Balancing services in Nordic synchronous system
(green TSOs in the Fig.)
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Ancillary services Market commodities

Power balancing ancillary services in time scale

TSO is responsible for balancing within the PTU
BRP is responsible for their balance over whole PTU
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Ancillary services Market commodities
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Ancillary services Actions on power time scale

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Ancillary services Actions on power time scale

AS provision
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Ancillary services Actions on power time scale

AS provision

Primary control
Sold capacity (market commodity) mapped into PC control gain (local droop)

Secondary control
ACE is matched with bidding ladder every 4 seconds
Bid ladder changes every PTU (changing parameters in SC loop)
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Ancillary services Actions on power time scale

AS provision

Exercise 8: show that ACEi = 0, ∀i → ∆f = 0 total power exchanges among
control areas as at scheduled values. Hint: write down the equations for a simple
example (e.g. in the figure), and generalize.

ACE1 = β1∆f1 + ∆pex
1 , pex

1 = ∆p14 + ∆p34 + ∆p35
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Ancillary services Actions on power time scale

Inter Control Area Cooperation (IGCC)
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Ancillary services Actions on energy time scale

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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Ancillary services Actions on energy time scale

Imbalance settlement
Example of TenneT NL

BSP (Balance Service Provider) =
BRP asked for active contribution

other BRPs: contribute on their
own (passive contribution)

λp = penalty/incentive price
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Ancillary services Actions on energy time scale

Imbalance settlement
Example of TenneT NL

state meaning occurrence
1 no imbalance in whole PTU 0.14%
-1 the system is long (surplus), requested only negative options 51.77%
0 the system is short (deficit), requested only positive options 38.25%
0 the system has been both long and short within PTU 9.85%
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Risk of bidding less or equal than the risk of not bidding
Risk of requested action less or equal than risk of unrequested actions



Ancillary services Actions on energy time scale

The last info I have:
“Afraid“ to announce current situation in real time (delay of one PTU), and close
the loop
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Ancillary services Actions on energy time scale

Prices

Day ahead market prices (APX) Prices for consumers

Balancing prices (TenneT)
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Ancillary services Actions on energy time scale

Bidding

min
{pi},{ai}

∑
i

Ci (pi )

subject to
(pi , ai ) ∈ Fi∑

i
pi − dint = Pex (λP)∑

i
ai − aint = Aex (λA)

ai AS allocated capacity at unit i
pi power production from unit i
dint internal BRP demand
aint internal BRP‘s request for local AS capacity

Most often: sequential clearing of markets
Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 142 / 184

Ancillary services Actions on energy time scale

Bidding
“Behind the interface“; inside BRP

β(Pex ,Aex ) → β̃(Pex )
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Ancillary services Actions on energy time scale

Bidding
“Behind the interface“; inside BRP

β(Pex ,Aex ) → β̃(Aex )
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Ancillary services Actions on energy time scale

Bidding

“for the outside world“

β̃(Pex ) β̃(Aex )
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Ancillary services Actions on energy time scale

Bidding
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Ancillary services Actions on energy time scale

Bidding
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Ancillary services Actions on energy time scale

Bids as well defined protocol

All that matters are interfaces and protocols on them
Heterogeneity, local complexities.... all “hidden” behind the interface (Interface 2)
Interface 2 requires decoupling of coupled problems (e.g. no 2D bids are allowed):
enforcing manageable simplicity on the higher level
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Ancillary services Aggregation and spatial dimension of ancillary services

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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What is the added value of aggregation? Can the rest of network do a better job
than my neighbour? 0 

Spatial distribution of uncertainties is 

crucial in defining uncertainties in 

power flows 

 

Spatial resolution of uncertainty 
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Spatial resolution of uncertainty 

EU NL (TenneT) BRP Atomic 
prosumer 

microGr 

NL (TenneT) BRP 
microGr 

Atomic 
prosumer 

( )( ) NLf t P t   (15min) ( )P tE   
Spatial information 

EU 

Market power 

Uncertainty level 

Demand for AS 

Trade-offs  



Trade-offs  Trade-offs  

iJSocial 

welfare 

iJSocial 

welfare 

Trade-offs  

iJSocial 

welfare 

iJSocial 

welfare 
Market 

power 

Number 

of BRP’s 
  iJSocial 

welfare 

Trade-offs  

iJSocial 

welfare 

iJSocial 

welfare 
Market 

power 

Number 

of BRP’s 


Unicerntaity 

level 

Duration 

of trading 

interval 


iJSocial 

welfare 

 iJSocial 

welfare 




Coupling 

economy-physics 



EU NL (TenneT) BRP Atomic 
prosumer 

microGr 

NL (TenneT) BRP 
microGr 

Atomic 
prosumer 

( )( ) NLf t P t   (15min) ( )P tE   
Spatial information 

EU 

Market power 

Uncertainty level 

Demand for AS 

CREATE MODLUES AND 

PROTOCOLS 

Ancillary services Aggregation and spatial dimension of ancillary services

CHALLENGE
Accumulating /adapting proper amount of gains (AS) for time-varying system
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Ancillary services Aggregation and spatial dimension of ancillary services

CHALLENGE
Accumulating /adapting proper amount of gains (AS) for time-varying system
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Distributed, real-time, price-based control

Outline

1 Market-based operation: benefits, problems and basic principles
Basic principles
Benefits of deregulation
Market power

2 Congestion management
Basic notions
Congestion management approaches
Using full AC model

3 Markets for ancillary services
Market commodities
Actions on power time scale
Actions on energy time scale
Aggregation and spatial dimension of ancillary services

4 Distributed, real-time, price-based control
5 Conclusions
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NOW FUTURE
Increased uncertainties → Tight coupling economy (markets), physics and
RT control
Uncertain spatial distribution of uncertainties → uncertain power flows
In today’s systems efficiency largely relies on repetitiveness
Put economic optimization in closed loop; care of congestion constraints

 12 

RELIABILITY MARGIN 
Economically optimal working point is often on the 

border of feasible region 

Size of reliability margin: reliability vs. efficiency trade-off 

In current system, reliability 

is accounted for in 

“aggregated” form here 

Distributed, real-time, price-based control

Distributed, real-time, price-based control

Optimal nodal pricing problem

min
λ,δ

n∑
i=1

Ji (γi (λi ))

subject to γ(λ)− Bδ + p̂ = 0,
bij(δi − δj) ≤ pij , ∀(i , j ∈ I(Ni )),

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 156 / 184

Distributed, real-time, price-based control

Distributed, real-time, price-based control

Optimal power flow problem

min
p,δ

∑
i

Ji (pi )

subject to p − Bδ + p̂ = 0,
Lδ ≤ ec ,

p ≤ p ≤ p,

KKT conditions

p − Bδ + p̂ = 0,
Bλ+ L>µ = 0,

∇J(p)− λ+ ν+ − ν− = 0,
0 ≤ (−Lδ + ec) ⊥ µ ≥ 0,
0 ≤ (−p + p) ⊥ ν+ ≥ 0,
0 ≤ (p + p) ⊥ ν− ≥ 0,
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
∆pL = Lδ − ec

Nodal pricing controller(
ẋλ
ẋµ

)
=
(
−KλB −KλL>

0 0

)(
xλ
xµ

)
+
(
−Kf 0
0 Kp

)(
∆f

∆pL + w

)
,

0 ≤ w ⊥ Koxµ + ∆pL + w ≥ 0,

λ =
(
In 0

)(xλ
xµ

)
,

p − Bδ + p̂ = 0,

Bλ+ L>µ = 0,
∇J(p)− λ+ ν+ − ν− = 0,

0 ≤ (−Lδ + ec ) ⊥ µ ≥ 0,
0 ≤ (−p + p) ⊥ ν+ ≥ 0,
0 ≤ (p + p) ⊥ ν− ≥ 0,

Bλ+ L>µ+ ∆f ?1 = 0,

1>
(
B L>

)
= 0 =⇒ 1 /∈ Im

(
B L>

)
,

=⇒ ∆f = 0, Bλ+ L>µ = 0
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Distributed, real-time, price-based control

Distributed, real-time, price-based control

∆pL = Lδ − ec

Nodal pricing controller

(
ẋλ
ẋµ

)
=
(
−KλB −KλL>

0 0

)(
xλ
xµ

)
+
(
−Kf 0
0 Kp

)(
∆f

∆pL + w

)
,

0 ≤ w ⊥ Koxµ + ∆pL + w ≥ 0,

λ =
(
In 0

)(xλ
xµ

)
,

no knowledge of cost/benefit functions of producers/consumers required
required no knowledge of actual power injections
required: B and L
preserves the structure of B and L
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
∆pL = Lδ − ec

Nodal pricing controller

(
ẋλ
ẋµ

)
=
(
−KλB −KλL>

0 0

)(
xλ
xµ

)
+
(
−Kf 0
0 Kp

)(
∆f

∆pL + w

)
,

0 ≤ w ⊥ Koxµ + ∆pL + w ≥ 0,

λ =
(
In 0

)(xλ
xµ

)
,

max-based complementarity integrator
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
REAL-TIME MARKET AND CONGESTION CONTROL

Bλ+ L>µ = 0, λ prices for local balance, µ prices for not overloanding the lines


b12,13 −b12 −b13 0
−b12 b12,23 −b23 0
−b13 −b23 b13,23,34 −b34
0 0 −b34 b34

∣∣∣∣∣∣∣∣
b12 b13
−b12 0
0 −b13
0 0




λ1
λ2
λ3
λ4
µ12
µ13

 = 0,
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
REAL-TIME MARKET AND CONGESTION CONTROL

Bλ+ L>µ = 0
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
SEPARATING BALANCING PRICING FROM CONGESTION PRICING

B =
(
∗ ∗
∗ B∆

)
L =

(
∗ L

)
Modified price-based controller

 ẋλ0

ẋ∆λ
ẋµ

 =

0 0 0
0 −K∆B∆ −K∆L>∆
0 0 0

 xλ0

x∆λ
xµ

+

−kf 1>n 0
0 0
0 Kp

( ∆f
∆pL + w

)
,

0 ≤ w ⊥ Koxµ + ∆pL + w ≥ 0,

λ =
(

1 0 0
1n−1 In−1 0

) xλ0

x∆λ
xµ

 ,
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
PROVISION OF ANCILLARY SERVICES

Optimality conditions

β(p?)− λ? = 0
p? − Bθ? = 0

Bλ? + L>µ? = 0
0 ≤ (−Lθ? + eE) ⊥ µ? ≥ 0

Real-time nodal price based SC controller (each control area balanced separately)

(ẋλ
ẋµ
ẋσ

)
=

(−KλB −KλL> 0
0 0 0
0 0 0

)(xλ
xµ
xσ

)
+

( 0 0
0 Kµ
−Kσ 0

)(
ACE
∆pC

)
+

( 0
Kµw
0

)
,

0 ≤ w ⊥ K0xµ + ∆pC + w ≥ 0,

λ =
(
I 0 E

)(xλ
xµ
xσ

)
, ∆p = Υ̃(λ)

Andrej Jokić (FSB, University of Zagreb) Power system economics 03.02.2014. 165 / 184



Distributed, real-time, price-based control

Distributed, real-time, price-based control
PROVISION OF ANCILLARY SERVICES

Optimality conditions

β(p?)− λ? = 0
p? − Bθ? = 0

Bλ? + L>µ? = 0
0 ≤ (−Lθ? + eE) ⊥ µ? ≥ 0

Real-time nodal price based SC controller (each control area balanced separately)

(ẋλ
ẋµ
ẋσ

)
=

(−KλB −KλL> 0
0 0 0
0 0 0

)(xλ
xµ
xσ

)
+

( 0 0
0 Kµ
−Kσ 0

)(
ACE
∆pC

)
+

( 0
Kµw
0

)
,

0 ≤ w ⊥ K0xµ + ∆pC + w ≥ 0,

λ =
(
I 0 E

)(xλ
xµ
xσ

)
, ∆p = Υ̃(λ)
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
PROVISION OF ANCILLARY SERVICES

Optimality conditions

β(p?)− λ? = 0
p? − Bθ? = 0

Bλ? + L>µ? = 0
0 ≤ (−Lθ? + eE) ⊥ µ? ≥ 0

Real-time zonal price based SC controller (each control area balanced separately)

(ẋλ
ẋµ
ẋσ

)
=

(−KλB −KλL> 0
0 0 0
0 0 0

)(xλ
xµ
xσ

)
+

( 0 0
0 Kµ
−Kσ 0

)(
ACE
∆pC

)
+

( 0
Kµw
0

)
0 ≤ w ⊥ K0xµ + ∆pC + w ≥ 0

λZ =
(

F (·) 0 E
)(xλ

xµ
xσ

)
, ∆p = Υ(λZ)
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Distributed, real-time, price-based control

Distributed, real-time, price-based control
PROVISION OF ANCILLARY SERVICES

Optimality conditions

β(p?)− λ? = 0
p? − Bθ? = 0

Bλ? + L>µ? = 0
0 ≤ (−Lθ? + eE) ⊥ µ? ≥ 0

Real-time zonal price based SC controller (each control area balanced separately)

(ẋλ
ẋµ
ẋσ

)
=

(−KλB −KλL> 0
0 0 0
0 0 0

)(xλ
xµ
xσ

)
+

( 0 0
0 Kµ
−Kσ 0

)(
ACE
∆pC

)
+

( 0
Kµw
0

)
0 ≤ w ⊥ K0xµ + ∆pC + w ≥ 0

λZ =
(

F (·) 0 E
)(xλ

xµ
xσ

)
, ∆p = Υ(λZ)
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Distributed, real-time, price-based control

Distributed, real-time, price-based congestion control
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Distributed, real-time, price-based control

More on real-time distributed control
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Distributed, real-time, price-based control

Market-based robust spatial distribution of
ancillary services
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Distributed, real-time, price-based control

Problem definition
Robust congestion constraints

The participation function

f (t) = γ(ã+(k), ã−(k), q(t))
ã+(k) = purchased and allocated up-regulating AS
ã−(k) = purchased and allocated down-regulating AS
ã+(k) and ã−(k) are vectors defining spatial distribution of AS

Uncertainty model

q(t) ∈ Q̃(k) = { q | q = R̃(k)w , w ∈ W̃(k) ⊂ Rm}
W̃(k) = conv{w̃1(k), . . . , w̃T (k)}, 0 ∈ W̃(k)

Robust congestion constraints

Lδ ≤ ∆l̃(k) for all δ ∈ D̃(k) where

D̃(k) := {δ | R̃(k)w + γ
(
ã+(k), ã−(k), R̃(k)w

)
= Bδ,

w ∈ W̃(k) }
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Distributed, real-time, price-based control

The participation function f (t)= γ(ã+(k), ã−(k),q(t))

structure: defined by the real-time secondary control scheme
parameters: defined by ã+(k), ã−(k) = the AS market clearing results

Example
Participation vectors:

α̃+(k) := ã+(k) 1∑
i ã

+
i (k)

, α̃−(k) := ã−(k) 1∑
i ã
−
i (k)

Real-time SC controller of a area:

fAi (t) =
{
−α̃+
Ai
kI
∫
ACEi (t)dt for

∫
ACEi (t)dt ≤ 0

−α̃−Ai
kI
∫
ACEi (t)dt for

∫
ACEi (t)dt > 0

The participation function

f (t) = γ(ã+(k), ã−(k), q(t)) = −α̃+(k)min(1>q(t), 0) + α̃−(k)max(1>q(t), 0)
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Distributed, real-time, price-based control

AS market clearing problem
For a time instant k on energy time scale
Input

AS bids: β+
i (a+

i , k), β−i (a−i , k) → deduce objective functions
Uncertainties (spatial distribution): Q(k)

Market clearing problem (optimal spatial distribution of AS)

min
a+,a−,{δt}t∈{1,...,T}

N∑
i=1

(
J+

i (a+
i ) + J−i (a−i )

)
, (max socail welfare)

subject to

γ(a+(k), a−(k), qt) + qt = Bδt , t = 1, . . . ,T (spatial info.)

Lδt ≤ ∆l , t = 1, . . . ,T (robust congestion constraints)∑
i

a+
i = r+ (required AS+ accomulation)∑

i

a−i = r− (required AS- accomulation)
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Distributed, real-time, price-based control

Nodal prices solution
Lagrangian

L =
N∑

i=1

(
J+

i (a+
i ) + J−i (a−i )

)
+

T∑
t=1

µ>t
(
Lδt −∆l

)
+

T∑
t=1

τ>t
(
γ(a+(k), a−(k), qt) + qt − Bδt

)
+ (σ+)>

(∑
i

a+
i − r+)+ (σ−)>

(∑
i

a−i − r−
)

Optimal AS nodal prices

q+ := min({1>qt}t=1,...,T , 0), q− := max({1>qt}t=1,...,T , 0), z+
t := 1 q+

r+ , z−t := 1 q−
r−

λ+ = −1σ̃+ +
T∑

t=1

τ̃t ◦ z+
t , λ− = −1σ̃− +

T∑
t=1

τ̃t ◦ z−t

Robustly optimal AS spatial distribution: β+(a+) = λ+, β−(a−) = λ−.
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Get reliability for best costs 

Spatial distribution of AS:  

Shaping the “uncertainty tube” 

Possible to include optimal 

cooperation between control 

areas 

15 Review Meeting - May 24, 2012 

The E-Price benchmark model 
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Locational prices for ancillary services Optimized uncertainty in line power flows 
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Line 8 

19 20 



21 22 

23 

Double sided Ancillary Services (AS) markets  

•  Employ controllable prosumers in 

its own portfolio for keeping up the 

contracted prosumption level 

 

•  Buy/sell options on double-sided AS 

markets 

24 



Conclusions

Conclusions and messages

Today’s robustness: partly due to conservative engineering
Future: increased complexity. Robustness (fragility?), efficiency, scalability?
Exploit the networking! (often neglected in research)
smart? better understood, explained: hidden (technology), invisible (hand of
market)
think in terms of modules (plug and play), protocols and architecture
Optimization (duality!): holistic approach to market (and control)
Huge area for important research (exciting parallel research in control systems
field)
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Power Systems Control

Discussion of Future Research Topics

Florian Dörfler Andrej Jokić

We talked about a whole range of topics

“Power Systems Control – from Circuits to Economics”

All these topics have been expensively studied in the past, and they remain
important in the future — possibly with a different emphasis:

increasing uncertainty in generation

deregulated markets & pricing schemes

more and more power electronics sources

new technologies for sensing/comm/actuation

new elasticity in demand and batteries

advances in distributed control & optimization

. . .
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Other very important topics that we did not touch upon

wide-area estimation: PMUs, load identification, etc.

DC components in HVDC transmission, microgrids, etc.

power system optimization using latest start of the art tools

role of battery storage for balancing

load control & demand response

(vehicle charging, thermostatically-controlled loads, etc.)

“There are more papers on electric vehicles

than there are electric vehicles out there.”

— [Alejandro Garcia-Domingiez, Allerton ’15]
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Remember? — to be resolved on the last day
the very near future (actually today) holds a new (and very dominant) stability issue

?
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A little summary of almost everything we talked about
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System operation centered around synchronous generators

At the beginning was Tesla with the synchronousmachine:

M
d

dt
ω(t) = Pgeneration(t)− Pdemand(t)

change of kinetic energy = instantaneous power balance

Pgeneration

Pdemand

ω

The AC power grid has been designed around synchronous machines.

All of power system operation has been designed around them as well.

Recently: increasing renewables = retiring synchronous machines

6 / 21

Recall: a few (of many) game changers

synchronous generator new workhorse scaling

location & distributed implementation

Almost all operational problems can principally be resolved . . .but one (?)
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Fundamental challenge: operation of low-inertia systems

We slowly loose our giant electromechanical low-pass filter:

M
d

dt
ω(t) = Pgeneration(t)− Pdemand(t)

change of kinetic energy = instantaneous power balance

Pgeneration

Pdemand

ω

8 / 21



Low-inertia stability = true # 1 problem with renewables

# frequency violations in Nordic grid

(source: ENTSO-E)
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Fig. 3.2:  Frequency quality behaviour in Continental Europe during the last ten years. Source: Swissgrid 

It can clearly be observed how the accumulated time continuously increases with higher 
frequency deviations as well as the number of corresponding events. 

3.1.2. CAUSES 

The unbundling process has separated power generation from TSO, imposing new 
commercial rules in the system operating process. Generation units are considered as 
simple balance responsible parties without taking dynamic behaviour into account: slow 
or fast units. Following the principle of equality, the market has created unique rules for 
settlement: energy supplied in a time frame versus energy calculated from schedule in 
the same time frame. Energy is traded as constant power in time frame. 

The market, being orientated on energy, has not developed rules for real time operation 
as power. In consequence we are faced with the following unit behaviour (Figure 3.3): 

 

 

 

 

 
 
 
 
Fig. 3.3 a:  Unit behaviour in scheduled time frames. Source: Transelectrica 
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same in Switzerland (source: Swissgrid)

inertia is shrinking, time-varying, & localized, . . . & increasing disturbances

Solutions in sight: none really . . . other than emulating virtual inertia
through fly-wheels, batteries, super caps, HVDC, demand-response, . . .
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Resolution — the dominant future stability issue

Low-Inertia

Stability
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Virtual inertia emulation
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Virtual synchronous generators: A survey and new perspectives
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bDept. of Electrical, Electronic and Information Eng., Osaka University, Osaka, Japan
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M
d

dt
ω(t) = Pgeneration(t)−Pdemand(t) . . . essentially D-control

, decentralized & plug-and-play (passive mechanical loop)

/ suboptimal, wasteful in control effort, & need for new actuators
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Classification & choice of actuators

Feasibility: what are the key actuators to emulate inertia or other

transient control approaches? (how) can this be realized in large?

(source: Stephan Masselis)
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It actually matters where you emulate inertia!
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Optimal Placement of Virtual Inertia in Power Grids
Bala Kameshwar Poolla Saverio Bolognani Florian Dörfler⇤

January 14, 2016

Abstract
A major transition in the operation of electric power grids
is the replacement of bulk generation based on synchronous
machines by distributed generation based on low-inertia
power electronic sources. The accompanying “loss of ro-
tational inertia” and the fluctuations by renewable sources
jeopardize the system stability, as testified by the ever-
growing number of frequency incidents. As a remedy, nu-
merous studies demonstrate how virtual inertia can be em-
ulated through various devices, but few of them address
the question of “where” to place this inertia. It is however
strongly believed that the placement of virtual inertia hugely
impacts system efficiency, as demonstrated by recent case
studies. In this article, we carry out a comprehensive anal-
ysis in an attempt to address the optimal inertia placement
problem. We consider a linear network-reduced power sys-
tem model along with an H2 performance metric accounting
for the network coherency. The optimal inertia placement
problem turns out to be non-convex, yet we provide a set of
closed-form global optimality results for particular problem
instances as well as a computational approach resulting in
locally optimal solutions. We illustrate our results with a
three-region power grid case study and compare our locally
optimal solution with different placement heuristics in terms
of different performance metrics.

1 Introduction
As we retire more and more synchronous machines and re-
place them by renewable sources interfaced with power elec-
tronic devices, the stability of the power grid is jeopardized,
which has been recognized as one of the prime concerns by
transmission system operators [1, 2]. Both in transmission
grids as well as in microgrids, low inertia levels together
with variable renewable generation lead to large frequency
swings.

Not only are low levels of inertia troublesome, but par-
ticularly spatially heterogeneous and time-varying inertia
profiles can lead to destabilizing effects, as shown in an in-
teresting two-area case study [3]. It is not surprising that
rotational inertia has been recognized as a key ancillary ser-
vice for power system stability, and a plethora of mecha-
nisms have been proposed for the emulation of virtual (or

⇤This material is supported by ETH start-up funds and the SNF
Assistant Professor Energy Grant #160573. B.K. Poolla, S. Bolognani,
and F. Dörfler are with the Automatic Control Laboratory at the Swiss
Federal Institute of Technology (ETH) Zürich, Switzerland. Emails:
{bpoolla,bsaverio,dorfler}@ethz.ch.

synthetic) inertia [4–6] through a variety of devices (ranging
from wind turbine control [7] over flywheels to batteries [8]),
as well as inertia monitoring schemes [9] and even inertia
markets [10]. In this article, we pursue the questions raised
in [3] regarding the detrimental effects of spatially hetero-
geneous inertia profiles, and how they can be alleviated by
virtual inertia emulation throughout the grid. In particu-
lar, we are interested in the allocation problem “where to
optimally place the inertia” ?

The problem of inertia allocation has been hinted at be-
fore [3], but we are aware only of the study [11] explicitly
addressing the problem. In [11], the grid is modeled by the
linearized swing equations, and eigenvalue damping ratios
as well as transient overshoots (estimated from the system
modes) are chosen as optimization criteria for placing vir-
tual inertia and damping. The resulting problem is highly
non-convex, but a sequence of approximations led to some
insightful results.

In comparison to [11], we focus on network coherency as
an alternative performance metric, that is, the amplification
of stochastic or impulsive disturbances via a quadratic per-
formance index measured by the H2 norm [12]. As perfor-
mance index, we choose a classic coherency criterion penal-
izing angular differences and absolute frequencies, which has
recently been popularized for consensus and synchronization
studies [13–18] as well as in power system analysis and con-
trol [19–21]. We feel that this H2 performance metric is not
only more tractable than spectral metrics, but it is also very
meaningful for the problem at hand: it measures the effect
of stochastic fluctuations (caused by loads and/or variable
renewable generation) as well as impulsive events (such as
faults or deterministic frequency errors caused by markets)
and quantifies their amplification by a coherency index di-
rectly related to frequency volatility. Finally, in comparison
to [11], the damping or droop coefficients are not decision
variables in our problem setup, since these are determined
by the system physics (in case of damping), the outcome
of primary reserve markets (in case of primary control), or
scheduled according to cost coefficients, ratings, or grid-code
requirements [22].

The contributions of this paper are as follows. We provide
a comprehensive modeling and analysis framework for the
inertia placement problem in power grids to optimize an H2

coherency index subject to capacity and budget constraints.
The optimal inertia placement problem is characteristically
non-convex, yet we are able to provide explicit upper and
lower bounds on the performance index. Additionally, we
show that the problem admits an elegant and strictly convex
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Heuristics outperformed by H2 - optimal allocation
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An updated summary of almost everything we talked about
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A control perspective of almost everything we talked about

Classic power electronics control: emulate generator physics & control

Mω̇(t)︸ ︷︷ ︸
(virtual) inertia

= Pmech︸ ︷︷ ︸
tertiary control

− Dω(t)︸ ︷︷ ︸
primary control

−
∫ t

0

ω(τ) d τ︸ ︷︷ ︸
secondary control

− Pelec

Essentially all PID + setpoint control (simple, robust, & scalable)

Mω̇(t)︸ ︷︷ ︸
D

= P︸︷︷︸
set-point

− Dω(t)︸ ︷︷ ︸
P

−
∫ t

0

ω(τ) d τ︸ ︷︷ ︸
I

− Pelec

Control engineers should be able to do better . . .
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When searching for solutions remember John and Göran

efficient 

robust 

simple 

sustainable fragile 

wasteful 

complex 
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The business case

Who and how keeps track of system-wide inertia level and its spatial
distribution? How to schedule / monitor / bring it “online” / bill?

Inertia as market commodity? Or obligation? Who buys? Single sided
market? Double sided markets for balancing? (Why should I buy a flywheel
or install more complex control on my wind turbine?)

18 / 21

from predictability and repetitiveness to uncertainty

Power flow volatility. Trade-off: spatial resolution versus aggregation of
uncertainties. Challenge: Exploit the networking! (old idea, currently often
neglected in research). How to manage uncertainity on global (EU) level?



From macroscopic to “atomic” world and back

There is a benefit from aggregation: BRPs as building blocks on
macro-scale with good incentives. Good incentives for atomic
end-users?

Challenge: Economical incentives and built-in feedbacks for “good
level of” localisation of “desirable macroscopic properties” (inertia,
controllable primary and secondary power). “Good level” ← exploit
the networking by mastering and controlling inherent trade-offs

Challenge: Solution architecture is crucial (“hidden” and “invisible”:
local incentives form global behaviour), together with well defined
modules as open systems with well defined protocols and distributed
information / algorithms.
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the end
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