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A Unified Framework for Event-based Frame
Interpolation with Ad-hoc Deblurring in the Wild

Lei Sun, Daniel Gehrig, Christos Sakaridis, Mathias Gehrig, Jingyun Liang, Peng Sun, Zhijie Xu,
Kaiwei Wang, Luc Van Gool, and Davide Scaramuzza

Abstract—Effective video frame interpolation hinges on the adept handling of motion in the input scene. Prior work acknowledges
asynchronous event information for this, but often overlooks whether motion induces blur in the video, limiting its scope to sharp frame
interpolation. We instead propose a unified framework for event-based frame interpolation that performs deblurring ad-hoc and thus
works both on sharp and blurry input videos. Our model consists in a bidirectional recurrent network that incorporates the temporal
dimension of interpolation and fuses information from the input frames and the events adaptively based on their temporal proximity. To
enhance the generalization from synthetic data to real event cameras, we integrate self-supervised framework with the proposed model
to enhance the generalization on real-world datasets in the wild. At the dataset level, we introduce a novel real-world high-resolution
dataset with events and color videos named HighREYV, which provides a challenging evaluation setting for the examined task. Extensive
experiments show that our network consistently outperforms previous state-of-the-art methods on frame interpolation, single image
deblurring, and the joint task of both. Experiments on domain transfer reveal that self-supervised training effectively mitigates the
performance degradation observed when transitioning from synthetic data to real-world data.

Index Terms—Event camera, video frame interpolation, motion deblurring, self-supervised learning, low-level vision

1 INTRODUCTION

IDEO testtest frame interpolation (VFI) methods synthesize
V intermediate frames between consecutive input frames, in-
creasing the frame rate of the input video, with wide applications
in super-slow generation [19], [22], [32], video editing [40], [62],
virtual reality [1], and video compression [56]. With the absence
of inter-frame information, frame-based methods explicitly or
implicitly utilize motion models such as linear motion [22] or
quadratic motion [57]. However, the non-linearity of motion in
real-world videos makes it hard to accurately capture inter-frame
motion with these simple models.

Recent works introduce event cameras in VFI as a proxy to es-
timate the inter-frame motion between consecutive frames. Event
cameras [14] are bio-inspired asynchronous sensors that report
per-pixel intensity changes, i.e., events, instead of synchronous full
intensity images. The events are recorded at high temporal reso-
Iution (in the order of us) and high dynamic range (over 140 dB)
within and between frames, providing valid compressed motion
information. Previous works [17], [52], [53] show the potential
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Blurry Frame Interpolation

Fig. 1. Our unified framework for event-based sharp and blurry frame
interpolation. Red/blue dots: negative/positive events; Curly braces: ex-
posure time range.

of event cameras in VFI, comparing favorably to frame-only
methods, especially in high-speed non-linear motion scenarios,
by using spatially aligned events and RGB frames. These event-
based VFI methods make the crucial assumption that the input
images are sharp. However, this assumption is violated in real-
world scenes because of the ubiquitous motion blur. In particular,
because of the finite exposure time of frames in real-world videos,
especially of those captured with event cameras that output both
image frames and an event stream (i.e., Dynamic and Activate
Vlsion Sensor (DAVIS) [5])—which have a rather long exposure
time and low frame rate, motion blur is inevitable for high-speed
scenes. In such a scenario, where the reference frames for VFI are
degraded by motion blur, the performance of frame interpolation
also degrades.

As events encode motion information within and between
frames, several studies [9], [29], [35] are carried out on event-
based deblurring in conjunction with VFI. However, these works
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approach the problem via cascaded deblurring and interpolation
pipelines and the performance of VFI is limited by the image
deblurring performance.

Thus, the desideratum in event-based VFI is robust perfor-
mance on both sharp image interpolation and blurry image inter-
polation. Frame-based methods [21], [26], [26], [33], [44], [63]
usually treat these two aspects as separate tasks. Different from
frames, events are not subject to motion blur. No matter whether
the frame is sharp or blurry, the corresponding events are the same.
Based on this observation, we propose to unify the two aforemen-
tioned tasks into one problem: given two input images and a corre-
sponding event stream, restore the latent sharp images at arbitrary
times between the input images. The input images could be either
blurry or sharp, as Fig. 1 shows. To solve this problem, we first
revisit the physical model of event-based deblurring and frame
interpolation. Based on this model, we propose a novel recurrent
network, named Recurrent Event-based Frame Interpolation with
ad-hoc Deblurring (REFID), which can perform event-based sharp
VFI, event-based blurry VFI, and single image deblurring. The
network consists of two branches, an image branch and an event
branch. The recurrent structure pertains to the event branch, in
order to enable the propagation of information from events across
time in both directions. Features from the image branch are fused
into the recurrent event branch at multiple levels using a novel
attention-based module for event-image fusion, which is based on
the squeeze-and-excitation operation [18].

In the realm of event-based image and video deblurring
(i.e. single image deblurring and blurry frame interpolation in
our work), a significant challenge lies in achieving robust gen-
eralization to real-world conditions [20], [37]. The distinctive
characteristics arising from hardware limitations, sensor noise,
and uncertainties in parameters such as the threshold (c in (1))
contribute to a domain gap between synthetic events and those
captured by specific event cameras. While some researchers ad-
dress this issue by collecting real-world data [50], the imprac-
ticality of obtaining ground truth for each event camera poses
a substantial limitation. To tackle this challenge, we propose a
novel approach involving the fine-tuning of the model on real-
world data, leveraging a self-supervised learning methodology.
This approach facilitates generalization across different cameras
without the need for collecting ground truth. Within the framework
of our proposed self-supervised learning approach, we integrate
various constraints throughout the image degradation process and
delve into the exploration of motion compensation in the domain
of event-based deblurring.

To test our method on a real-world setting and motivated by
the lack of event-based datasets recorded with high-quality event
cameras, we record a dataset, HighREV, with high-resolution
chromatic image sequences and corresponding events. From the
sharp image sequences, we synthesize blurry images by averaging
several consecutive frames [31]. To our knowledge, HighREV has
the highest resolution in both image and event among all publicly
available event datasets.

In summary, we make the following contributions:

e We propose a framework for solving general event-based
frame interpolation and event-based single image deblurring,
which builds on the underlying physical model of high-
frame-rate video frame formation and event generation.

e We introduce a novel network for solving the above tasks,
which is based on a bi-directional recurrent architecture, in-
cludes an event-guided channel-level attention fusion module

2

that adaptively attends to features from the two input frames
according to the temporal proximity with features from the
event branch, and achieves state-of-the-art results on both
synthetic and real-world datasets.

o We integrate REFID with a self-supervised framework with
motion compensation for event-based image/video deblur-
ring. This utilizes the event generative model and constraints
between the blurry images and a sharp video clip.

o We evaluate the proposed framework on benchmarks with
synthetic events and real events in self-supervised learning
settings. The integration of REFID with a self-supervised
fine-tuning framework allows for model refinement using real
data, even in the absence of ground truth.

e« We present a new real-world high-resolution dataset with
events and RGB videos, which enables real-world evaluation
of event-based interpolation and deblurring.

2 RELATED WORK
2.1 Event-based frame interpolation

Because event cameras report the per-pixel intensity changes, they
provide useful spatio-temporal information for frame interpola-
tion. Tulyakov et al. [53] propose Time Lens, which combines a
warping-based method and a synthesis-based method with a late-
fusion module. Time Lens++ [52] further improves the efficiency
and performance via computing motion splines and multi-scale
fusion separately. TimeReplayer [17] utilizes a cycle-consistency
loss as supervision signal, making a model trained on low-frame-
rate videos also able to predict high-speed videos. All the methods
above assume that the key frame is sharp, but in high-speed or
low-illumination scenarios, the key frame inevitably gets blurred
because of the high-speed motion within the exposure time, where
these methods failed (Tab. 2). Hence, the exposure time should be
taken into consideration in real-world scenes.

2.2 Event-based deblurring

Due to the high temporal resolution, event cameras provide motion
information within the exposure time, which is a natural motion
cue for image deblurring. Thus, several works have focused on
event-based image deblurring. Jiang et al. [23] used convolutional
models and mined the motion information and edge information to
assist deblurring. Sun et al. [50] proposed a multi-head attention
mechanism for fusing information from both modalities, and
designed an event representation specifically for the event-based
image deblurring task. Kim et al. [24] further extended the task to
images with unknown exposure time by activating the events that
are most related to the blurry image. These methods only explore
the single image deblurring setting, where the timestamp of the
deblurred image is in the middle of the exposure time. However,
the events encode motion information for the entire exposure time,
and latent sharp images at arbitrary points within the exposure time
can be estimated in theory.

2.3 Joint frame interpolation and enhancement

Pan et al. [35] formulate the Event Double Integral (EDI) deblur-
ring model, which is derived from the definition of image blur
and the measurement mechanism of event cameras, and perform
both image deblurring and frame interpolation by accumulating
events and applying the intensity changes within the exposure time
and from the key frame to the synthesized frames, respectively.
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Fig. 2. (a): The architecture of our Recurrent Event-based Frame Interpolation with ad-hoc Deblurring (REFID) network. The input of the image
branch consists of two key frames and their corresponding events, and the event branch consumes sub-voxels of events recurrently. “EGACA”:
event-guided adaptive channel attention, “SConv”: strided convolution, “TConv”: transposed convolution. (b): The proposed bidirectional event
recurrent (EVR) blocks. In each recurrent step, the events from the forward and backward direction are fed to the network. For notations, cf. (10).

This seminal work optimizes the model by minimizing an energy
function but is limited by practical issues in the measurement
mechanism of event cameras, e.g. accumulated noise, dynamic
contrast thresholds and missing events. Based on EDI, a dif-
ferentiable model and a residual learning denoising model to
improve the result is introduced in [55]. Recent works [3], [36],
[61] identify the relationship between the events and the latent
sharp image, and apply it to self-supervised event-based image
reconstruction and image deblurring. However, the above works
on joint frame interpolation and deblurring predict the latent
frames with a two-stage deblurring+interpolation approach, which
limits the performance of VFL

2.4 Self-supervised deblurring

Traditional deblurring methods model the image degradation
process as a convolution of a blur kernel with a latent sharp
image, in which estimating accurate blur kernels is essential to
the result. Other researchers dedicated lots of efforts to designing
regularizations to deal with the highly ill-posed problem: total-
variance [4], Gaussian distribution [27], intensity and gradient
prior of text images [34], efc. However, these assumptions may
fail in complex real-world scenarios. Other works [7], [12], [13],
[28], [42] attempted to remove the dependence on assumptions by
utilizing spatially variant blur kernels. However, these methods fail
to account for non-planar and object-moving scenes, making them
unsuitable for practical use. Chen et al. [8] predicted the optical
flow using latent images from kernel-free estimation and re-render
the blurry image, and combining self-supervised losses with
ground truth for a hybrid training to improve the deblurring results.
Liu et al. [30] constrained the self-supervised image deblurring
with the linear motion assumption in the exposure time and
proposed a differentiable model to complete the blur consistency
with predicted optical flow and latent sharp images. Based on [30],
Yu et al. [58] proposed to utilize events to predict the optical flow
within the exposure time of the image, and performed single image
deblurring. In contrast to Yu et al. [58], who solely considered
events within the exposure time, our methods incorporate an event-
generation model and leverage event information both within and
beyond the exposure time.

3 OUR APPROACH

We first revisit the physical model of event-based frame inter-
polation and deblurring in Sec. 3.1. Based on this model, we

argue that the events within the exposure time should not be
ignored in event-based frame interpolation, and present our model
architecture abstracted from the physical model in Sec. 3.2. To
perform the bidirectional recurrent propagation, we demonstrate
the data preparation in Sec. 3.3. In Sec. 3.4 and Sec 3.5, we
introduce the proposed bidirectional Event Recurrent Block and
Event-Guided Adaptive Channel Attention in detail. Note that
all the symbols are summarized in Tab. 8 in the Supplementary
Materials.

3.1

Once the change in intensity Z at a pixel between the current
moment and the moment of the last generated event at that pixel
surpasses the contrast threshold ¢, an event camera emits the ¢-
th event e;, represented as a tuple e; = (x4, y;, t;, i), Where x;
and y; represent the pixel coordinates of the event, ¢; represents
its timestamp, and p; is the polarity of the single event. More
formally, this can be written as

Problem Formulation

: Zi(i,yi)
p. — +171f10g It—fAt(-'E'iayi) > G (1)
v : Zi(zisyi)
—1,iflog ij(zi)yi) < —c.

Ideally, given two consecutive images, referred to as the left
frame Iy and the right frame /7, and the corresponding event
stream in the time range between the timestamps of the two images
[to, t1], we can get any latent image I, with timestamp 7 in [tg, t1]
via

t
jT = I eXp(c/ p(S)d$)7

o 0)
I, =1 exp(c/ p(s)ds),

ty
where p(s) is the polarity component of the event stream. Note
that in (2), the p(s) is the set of all the polarities of the event
stream, with the same dimension as the event image.

Previous event-based methods [17], [52], [53] solve event-
based frame interpolation based on (2). However, in the real-world
setting, because of the finite exposure times of the two frames,
the timestamps to and ¢; should be replaced by time ranges, and
the images Iy and /; may be either sharp (small motion in the
exposure time) or blurry (large motion in the exposure time). Thus,
the events within the exposure time of the frames, e, should also
be utilized for removing potential blur from the frames:
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BxT
ftt: exp (c ffs;tc p(s)ds) dt,

where B, T, ts and t. are the blurry frame, length of exposure
time, start and end of exposure time, respectively. Previous stud-
ies [9], [23], [29], [35] combine the above deblur equation with the
frame interpolation equation (2) (denoted as Interpo) to synthesize
the target frame:

Deblur(1,e) = 3)

I+ = Deblur(Iy, €to..—to.. )Iterpo(es, 57 ),

IAT,1 = Deblur(ly, €, ¢, , )Interpo(er s, ),

“4)

where €, ., and €;,,  indicate the intensity changes—
recorded as events—from the start of the exposure time of the left
frame, g, and the end of the exposure time of the right frame,
t1,e, to the target timestamp 7.

However, the physical model (4) is prone to sensor noise and
to the varying contrast threshold of an event camera, which is an
inherent drawback of such cameras.

Based on (4), [9], [29], [35], [61] design deep neural networks
with a cascaded first-deblur-then-interpolate pipeline to perform
blurry frame interpolation. In these two-stage methods, the per-
formance of frame interpolation (second stage) is limited by the
performance of image deblurring (first stage). Moreover, these
methods are only evaluated on blurry frame interpolation.

Given the left and right frame, we design a unified framework
to perform event-based frame interpolation both for sharp and
blurry inputs with a one-stage model, which applies deblurring
ad-hoc.

3.2 General Architecture

The physical model of (4) indicates that the latent sharp frame at
time 7 can be derived from the two consecutive frames and the
corresponding events as

jT,O = F(G(IO7 E0>7 Eto,s%"')’
IT,l = F(G(Ila El)a ET<—t1,e)7

where G and F are learned parametric mappings, representing
“Deblur” and “Interpo” function in (4). Contrary to the formu-
lation of (4), G does not accomplish solely image deblurring,
but rather extracts features of both absolute intensities (image)
and relative intensity changes (events) within the exposure time.
We use cascaded residual blocks to model this mapping, i.e.,
“Res Block” in Fig. 2. For each latent frame, previous methods
collect the events in both time ranges and convert them to an
event representation [17], [53], which may incur inconsistencies
in the result [52]. To mitigate this, we use a recurrent network
to naturally model temporal information. Thus, we abstract the
physical model (4) to:

Ir0 = EVR;(G(lo, Eo, 11, E1), E-, By, 7)), ©)
I.1 =EVRy(G(lo, Eo, 11, E), Er, Er y, ),
where EVR; and EVR; denote forward and backward event
recurrent (EVR) blocks, respectively. (6) summarizes the archi-
tecture of our proposed method. F., refers to the events in a
small time range centered around 7. The recurrent blocks accept as
input not only current events, but also previous event information
through their hidden states.
Because of the sensor noise and the varying contrast threshold
of the event camera sensor, I o (I;1) approximates the latent

(&)

4
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€ : Events
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Fig. 3. Details of network inputs. Events within the exposure time 7" and
the blurry frame are unfolded into NV sharp images. Events are split into
sub-intervals ¢;, and two sub-intervals of events are used to compute 2-
channel voxel grids V;. ¢; is also used to predict optical flow u;. Events
are warped to produce IWE H; with u; for each sub-interval.

sharp image more accurately when the corresponding timestamp
of the latter, 7, is closer to tg (¢1). To fuse I ¢ and I, ; implic-
itly, we further propose a new Event-Guided Adaptive Channel
Attention (EGACA) module to mine and fuse the features from
the image branch of REFID with adaptive weights determined by
the current events:

I, = Fuse(IT,O,IAT,l). 7

The overall network architecture of REFID is shown in Fig. 2
(a). The image branch extracts features from the two input images
and the corresponding events and is connected to the event branch
at multiple scales. Overall, REFID has a U-Net [41] structure. A
bidirectional recurrent encoder with EVR blocks extracts features
from current events and models temporal relationships with pre-
vious and future events. In each block of the encoder, the features
from the image branch are fused with those from the event branch
adaptively with our novel EGACA module, which we detail in 3.5.

The proposed REFID can be extended to single-image deblur-
ring by utilizing a single frame and its corresponding events for the
image and event branches, respectively. Moreover, our approach
generates multiple latent sharp images as opposed to only one, as
highlighted in the work by Sun et al. [50].

3.3 Data Preparation

To feed the asynchronous events to our network, we first need
to convert them to a proper representation. The detailed model
inputs are depicted in Fig. 3. According to (6), the latent image
can be derived in both temporal directions. Thus, apart from the
forward event stream, we reverse the event stream both in time and
polarity to get a backward event stream. Then, event streams from
the two directions are converted to two voxel grids [38], [39], and
we take one voxel grid Vippqr € ROH2)XHXW for an example,
where . is the number of interpolated frames V; € R(7+2)xHxXW
and V € ROF2)XHXW where n is the number of interpolated
frames. The channel dimension of the voxel grids holds discrete
temporal information. In each recurrent iteration, V; € R2*7xW
are constructed from small sub-intervals of events €; = {eg|7; <
tr < Tiy1}. V; from both directions are fed to the event branch,
which encodes the event information for the latent frame. We also
convert events in the exposure time of the two images to voxel
grids and concatenate them with corresponding images to form
the input of the image branch.

Further, for self-supervised fine-tuning experiments, each
group of events is also used to compute an optical flow seg-
ment in self-supervised settings v (xy ) following the model-based
method [47] for event-based optical flow estimation and a 2-
channel image of warped events (IWE) H;(x) with the estimated
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Blurry image

Events in exposure time

IWE:s in exposure time Self-supervised deblurring results

Fig. 4. A example for self-supervised single-image deblurring, a sharp video clip is restored with a blurry image and corresponding events. From
left to right: Visualized events, image of warped events (IWE), and resulting sharp video clip. IWE provides sharper edge information while events

contribute to capturing the blurry shape information.

optical flow, where x = (z,y)". For INE we compute the
projection of motion-compensated events via

H;(x) = Y 0(p— pi)d(x —uj), ®)
e €
u), = uy, — vi(w) (e — 7). )

where § represents the Kronecker delta. With the equation we
temporally align all events with the interval to the timestamp
7;'. Note that the result is a 2-channel tensor, where events are
separated according to their polarity. As Fig. 4 shows, the image
of warped events provides a strong inductive bias for our network
by showing it where sharp edges are to be expected. To compute
the 2-channel voxel grid input V;(x), we concatenate two 1-
channel voxel grids computed from events ¢;_; and ¢;°. Before
passing to the network, we concatenate the voxel grid and image
of warped events, resulting in a 4-channel input, and apply input
normalization.

3.4 Bidirectional Event Recurrent Block

In previous event-based works [17], [52], [53], for each latent
sharp image, the events from both left and right images to
the target image are accumulated and converted to an event
representation. However, compared to the temporal resolution of
events, the length of the exposure time of frames is large and not
negligible, so simple accumulation from a single timestamp in the
above works loses information and is not reasonable. Moreover,
inference for different latent frames is segregated, which leads to
inconsistencies in the results [52]. To deal with these problems,
we propose a recurrent architecture that models the temporal
information both within the exposure time of each frame and
between exposure times of different frames. By adopting recurrent
blocks, frame interpolation is independent from the exposure time
of key frames and it can also be performed inside the exposure
time. Features propagated through hidden states of the network
also guarantee consistency across the predicted frames. Based
on (5), we design a bidirectional Event Recurrent (EVR) block
to iteratively extract features from the event branch. As Fig. 2
(b) shows, for each direction, the input sub-voxel (¢ — 1,%) only
consists of two voxels of the input voxel. In the next recurrent
iteration, the selected sub-voxel moves forward to the next time
(2,7 + 1). For a given recurrent iteration ¢, the forward EVR block

1. Note, that for the last interval e _1, we generate two images of warped
events Hy 1 (x) and Hy (x), by once backward warping, and then forward
warping the same events.

2. Note that this includes two channels that go beyond the exposure interval,
eo and e

Norm: Layer normalization
Image I IX1 : 1X1 convolution
CS :Channel Squeeze
FFD : Feed Forward Network
© : Concatenate

Fig. 5. The Event-Guided Adaptive Channel Attention module. The
channel weights for the image branch are extracted from the event
branch.

Event

cycles for ¢ times and the backward EVR block cycles for n — &
times, where 7 is the index of the latent sharp image at hand:

b b b 1b

@y 11, hi = EVRy (25 5, hiyy),
~f f_ f f

L j+1s h; = EVRf(xi,j’ hi 1)
b b

T4 = Down(wi’jﬂ),

xzf,jﬂ = Down(Conv(Concat(:13£-’J-Jr17 i£j+1))),

(10)

where ¢ and j are the indices of sub-voxel and scale, respectively.
x, h, f and b denote feature flow, hidden state, forward and back-
ward, respectively. We select ResNet as the architecture for the
EVR block instead of ConvLSTM [45] or ConvGRU [46], because
the time range of events between consecutive frames is rather
short (cf. Tab 5). In each EVR block, the features from the two
directions are fused through convolution and downsampled to half
of the original size. The bidirectional EVR blocks introduce the
information flow from both directions, which models E}, ., and
B+, in (5), helping reduce artifacts by using the information
from the end of the time interval (cf. Fig. 9).

3.5 Event-Guided Adaptive Channel Attention

In event-based frame interpolation, fusion happens both between
the two input frames and between frames and events. Because of
the inherent noise of event cameras, the longer the time range
between the key frames is, the more the noise in the event
accumulation increases. Ideally, the key frame that is closer to
the latent frame should contribute more to the prediction of the
latter. In other words, the weights of two key frames should be
decided by time.

In our REFID network, the two key frames and the corre-
sponding events are concatenated along the channel dimension
to provide the input of the image branch. We design the novel
Event-Guided Adaptive Channel Attention (EGACA) module to
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Fig. 6. Self-supervised framework with the same basic architecture
illustrated in Fig 2: The events are directed to the optical flow estimation
module, with the resulting flow utilized for warping events for IWE and
computing the Warping Loss with (18). Input blurry images and predicted
sharp images are utilized in the calculation of Blur Consistency Loss in
(17). Input events and predicted brightness increment are used in the
calculation of Brightness Increment Loss in (13).

fuse the two key frames and events at the current input sub-voxel
in the recurrent structure. The current input sub-voxel contains
events in a small range around the timestamp of the latent frame
and the fusion weights for the two key frames and the events are
determined by the current input sub-voxel, which indicates the
time.

Fig. 5 shows the detailed architecture of the proposed EGACA.
We simplify the multi-head channel attention of EFNet [50] to
channel attention from SENet [18]. Two Channel Squeeze (CS)
blocks extract channel weights from the current events, and two
weights multiply event features and image features for self-
attention and event-guided attention to image features, respec-
tively. Then, feature maps from the two branches are fused by
a feed-forward network. In each recurrent iteration, the channel
weights from the current events are different, which helps to
mine different features from the two images along the channel
dimension.

3.6 Self-supervised Framework

Fig. 6 shows the framework of the self-supervised fine-tuning
strategy. In the self-supervised fine-tuning, we find that three self-
supervised loss functions are sufficient to train our model, namely
(i) a brightness increment loss, (ii) a blur consistency loss, and (iii)
a warping loss. While the blur consistency loss is calculated over
the entire interval, the other two losses can be defined for each time
interval at 7; and thus we obtain dense supervision throughout the
interval. The resulting loss contains the following 1 + 2(N — 1)
terms
N-1
Etot = £blur cons. T Z /\O‘cén inc. T /\ll:\z;varpv

i=1

(1)

and we will now discuss these in turn. Note that all the self-
supervised experiments are conducted with single-image deblur-
ring settings

Brightness Increment Loss As alluded to in (1), event
cameras approximately measure (up to quantization) the bright-
ness increment between two time instances. We enforce this

6

constraint by minimizing the difference between the measured
and predicted log brightness increment between adjacent predicted
frames: AL;(x) = log I;+1(x) — log I;(z).

Lo ine. = |AL(x; ¢;) — ALy (x) |3 (12)

We compute the brightness increment as in (1). Since AL depends
on an unknown contrast threshold ¢, we slightly modify the above
loss, to minimize the difference of normalized terms:
i _ AL(x; ¢;) 3 AL;(x) (13)
e IAL )l [ALi(x)])s
This modification results in a cancellation of the constant term c.
Note that this is a common trick employed in works like [6], [15],
[36]. However, different from these works, we do not minimize
the first-order linear approximation to the event generation model,
but instead use the true model without linearization, and thus are
free from approximation error.
Blur Consistency Loss: Theoretically, the intensity of the
blurry image equals the average intensity of all the latent sharp
images within the exposure time of the blurry image:

| XN
B(x) = NZL(X)

Based on the image blurring process above, we devise a self-
supervised loss that relates the measured blurry frame and pre-
dicted sharp frames via

(14)

2

N
‘Cblurcon& - B(X) - % Z Iz (X) (15)
i=1 2
Here all the I are within the exposure time of the blurry image 5.
We found that N = 11 does not generate sufficiently many sharp
images to generate realistic blur, and for this reason, we reuse the
optical flow derived from [47] (a non-learning method) directly to
upsample the frames by a factor of M = 4, generating 3 additional
intermediate frames between consecutive sharp images (Note that
the event-based flow estimation module is not the contribution of
our work, and it can any other event-based optical flow estimation
method):
- - m
Lim(x) = T4 (X — le(x)) , form=1,...M—1.
(16)
For each frame at time 7; we get intensities from the next frame
at 7,41 by rescaling the flow appropriately and applying bilinear
sampling. as a result, the blur consistency loss becomes

| N M1 2
Eblurcons. - B(X) - W Z Z Ii,m(x) ) (17)
i=1 m=0 2

where we make use of the fact that IALO = fi+1-

Warping Loss: With the dense optical flow v;(x) recovered
previously, we warp the latent sharp image back to the last
timestamp and compare the warped image and predicted image.
With the dense optical flow, this loss is able to also constrain
slight intensity changes.

Lo = [Fi0) ~ Fera = viw)| (18)

Note that for the blurry frame interpolation task, the blur
consistency loss is applied to the target frame with the timestamp
in the exposure time of either blurry frame. For the single image
deblurring, all three losses are applied.
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indoor

outdoor

Ground-Truth Images

Sequences

Fig. 7. The distribution of number of ground-truth images per sequence
of HighREV dataset. The x-axis denotes the sequences and y-axis
denotes the number of images.

4 HIGHREV DATASET

For event-based low-level tasks, such as event-based image de-
blurring and event-based frame interpolation, most works evalu-
ate their models on datasets originally designed for image-only
methods and having only synthetic events. This is because (1)
event cameras are not easy to acquire yet, (2) most event cameras
are of low resolution and monochrome [23], [24], [50], and (3)
high-resolution chromatic datasets [53], [54] are not publicly
available. To fill this gap, we record a high-quality chromatic
event-image dataset for training, fine-tuning and evaluating event-
based methods for frame interpolation and deblurring.

In Time Lens [53], to construct an event-based high-resolution
dataset, the authors combine a synchronized, high-resolution
(1280 x 720) event camera with an RGB camera to make a hybrid
sensor. However, the alignment of the two sensors introduces error
both in the temporal axis and the spatial axis. Our HighREV
dataset is collected using one sensor that outputs both events and
RGB frames at the same time, with a resolution of 1632 x 1224.
Because it is a Dynamic and Active VIsion Sensor (DAVIS) [5],
events and RGB images are aligned by design.

As Fig. 7 shows, our HighREV dataset consists of 30 se-
quences with a total of 28589 sharp images and corresponding
events. We use 19934 images for training/fine-tuning and 8655 im-
ages for evaluation. The size of each RGB image is 1632 x 1224.
The events and images are spatially aligned in the sensor. Each
event has only one channel (intensity), with pixel coordinates,
timestamp and polarity. 70% of the video sequences are used for
training and 30% for testing and we keep the ratio of indoor and
outdoor scenes approximately the same in each subset. For the
collection of the dataset, the exposure time of the camera is set to
15ms and the f-stop of the lens is set to 2. The frame rate of the
APS image is set to 25.

The HighREV dataset can be used for event-based sharp frame
interpolation. To evaluate event-based blurry frame interpolation,
we synthesize blurry images by averaging 11 consecutive original
sharp frames. For blurry frame interpolation, we skip 1 or 3 sharp
frames (denoted as //+1 or //+3 in Tab. 2). To the best of our
knowledge, among all event-image datasets, our dataset has the
highest resolution.

7
5 EXPERIMENTS
5.1 Tasks and Datasets
For synthetic dataset, we use the popular GoPro dataset [31] for

training and evaluation. GoPro provides blurry images, paired
sharp images, and sharp image sequences used to synthesize blurry
frames. The images have a size of 1280 x 720. We leverage
the event camera simulator ESIM [37] to generate simulated
event data with threshold ¢ following a Gaussian distribution
N(u = 0.2,0 = 0.03). For the real-world dataset, the proposed
HighREV dataset is employed. For different tasks, the datasets are
as follows:
Sharp frame interpolation. The high-frame-rate sharp images of
GoPro and HighREV are leveraged by skipping 7 or 15 frames
and keeping the next one. The quantitative results are calculated
over all the skipped frames.
Blurry frame interpolation. We synthesize blurry frames by
averaging 11 sharp high-FPS frames in GoPro and HighREV.
Between each blurry frame, we skip 1 or 3 frames for the
evaluation of blurry frame interpolation (denoted as “11+1” or
“11+43” in Tab. 2). The metrics of PSNR and SSIM are average
quantitative results over all the skipped frames.
Single image deblurring. We use GoPro with synthesized blurry
images (averaged from 7 or 11 sharp frames). For a real-world
test, we also fine-tune and evaluate methods on REBIlur [50]. We
only use a single image and its corresponding events in the event
branch as input, for a fair comparison.
Self-supervised training/fine-tuning. We use GoPro and High-
REV for self-supervised training or fine-tuning. Experiments on
both blurry frame interpolation and single-image motion deblur-
ring are conducted. All the experiments are conducted by self-
supervised training except the self-supervised fine-tuning exper-
iment with pre-trained weights (denoted as pre-trained ssl. in
Tab. 4). Note that the model in self-supervised learning experi-
ments adopts fewer parameters than the model used in supervised
setting.

For blurry frame interpolation and sharp frame interpolation,
we train all the models on each training set and evaluate on the
respective test set.

5.2

Different from warping-based methods [52], [53], REFID is
an end-to-end network. All its components are optimized from
scratch in a single training round, without any pre-trained mod-
ules, which makes it train easier. We crop the input images and
event voxels to 256 x 256 for training and use horizontal and
vertical flips, random noise and hot pixels in event voxels [49].
Adam [25] with an initial learning rate of 2 x 10™* and a
cosine learning rate annealing strategy with 2 x 10~% as minimum
learning rate are adopted for optimization. We train the model on
GoPro with a batch size of 1 for 200k iterations on 4 NVIDIA
Titan RTX GPUs. For experiments on HighREV, we fine-tune the
model trained on GoPro with an initial learning rate of 1 x 10~
for 10k iterations. For image deblurring on REBlur, fine-tuning
takes 600 iterations with an initial learning rate of 2 x 107>,

For self-supervised experiments, We consider two settings
during training: (i) self-supervised training from scratch, where
we use an initial learning rate of 1 X 10~*, and train for 20,000
iterations, and (ii) self-supervised fine-tuning with pre-trained
weights, where we use an initial learning rate of 2x 10~ and train
for 20, 000 iterations. In all settings, we use a final learning rate

Implementation Details
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TABLE 1
Comparison of sharp frame interpolation methods on GoPro and HighREV. “Frames” and “Events” indicate if a method uses frames and events for
interpolation. “11+1” (resp. “11+3”) indicates that the blurry image is synthesized with 11 sharp frames and 1 (resp. 3) frame(s) is skipped for frame
interpolation. The number of network parameters (#Param) is also provided. Ssl. denotes that the model is self-supervised trained from scratch
without ground-truth as supervision.

Method Frames Events PSNR 1 SSIM + PSNR 1 SSIM + #Param
GoPro (interpolation) [31] 7 frames skip 15 frames skip

DAIN [2] 4 X 28.81 0.876 24.39 0.736 24.0M
SuperSloMo [22 4 X 28.98 0.875 24.38 0.747 19.8M
IFRNet [26] 4 X 29.84 0.920 - - 19.7M
EDI [35] 4 v 18.79 0.670 17.45 0.603 0.5M
TimeReplayer [17] v 4 34.02 0.960 - - -
Time Lens [53] 4 v 34.81 0.959 33.21 0.942 -
REFID (4 v 36.80 0.980 35.635 0.974 15.9M
HighREYV (interpolation) 7 frames skip 15 frames skip

EDI [35] ['4 v 22.32 0.716 18.65 0.654 0.5M
RIFE [21] 4 X 32.28 0.904 28.22 0.864 9.8M
Time Lens [53] v v 32.81 0.901 27.06 0.810 -
REFID 4 v 38.38 0.977 37.58 0.975 15.9M

Overlaid

Time Lens

Fig. 8. Qualitative results for sharp frame interpolation on HighREV. RIFE [21] suffers from motion ambiguity because of the lack of event
information. Time Lens [53] is vulnerable to noise. Our REFID shows superior performance both on indoor and outdoor scenes.

of 107, and a batch size of 2. All the experiments are conducted
on a single Titan RTX GPU.

5.3 Sharp Frame Interpolation

We present the results of sharp frame interpolation in Table 1.
Our proposed method demonstrates state-of-the-art performance
in the 7- and 15-skip settings across both examined datasets,
manifesting substantial improvements over competing methods.
Specifically, our approach achieves a notable enhancement of
1.99 dB and 2.43 dB in the GoPro dataset and 5.99 dB and
9.36 dB in the HighREV dataset, respectively, compared to the
current state-of-the-art. Qualitative results on HighREV, illustrated
in Figure 8, highlight the efficacy of our method. Notably, RIFE
exhibits artifacts attributable to the ambiguity of motion between
the two images, while our method maintains stable performance
across diverse scenes, encompassing both indoor and outdoor
environments.

Experiments on the BS-ERGB [52] dataset please refer to the
Supplementary Materials.

5.4 Blurry Frame Interpolation

We compare our method with state-of-the-art image-only and
event-based methods. Since most event-based methods do not have
public implementations, we use “E2VID+” by adding an extra

encoder for images and introduce images as extra inputs for the
event-based image reconstruction method E2VID [38]. As a two-
stage method, we use EFNet+IFRNet by combining a state-of-the-
art event-based image deblurring method [50] with an image-only
frame interpolation method [26]. For a fair comparison, IFRNet is
also fed with event voxels from two directions as inputs. For Time
Lens [53], because the training code is not available, we use the
public model and pre-trained weights.

Quantitative results are reported in Tab. 2. Although our
method can also interpolate latent frames in the exposure time,
the results are reported on the interpolated frame between the
two exposure times. REFID achieves 2.08 dB/0.012 and 1.29
dB/0.005 improvement in PSNR and SSIM on the “11+1” setting
on GoPro and HighREYV, respectively. For the “11+3” setting,
the improvements over the second-best method amount to 2.08
dB/0.017 and 1.14 dB/0.005, showing that our principled bidirec-
tional architecture with event-guided fusion leverages events more
effectively. Even in the absence of ground truth for training (i.e.,
the ssl. version of REFID), our method surpasses EDI and Time
Lens, underscoring the efficacy of the proposed self-supervised
training framework.When applying supervised pre-training on the
synthetic dataset (GoPro) and adapting to real-world dataset with
the proposed self-supevisde framework, the result increases from
32.01 dB to 36.06 dB in the “11+1” setting.. The state-of-the-
art event-based method Time Lens exhibits a large performance

Authorized licensed use limited to: ETH BIBLIOTHEK ZURICH. Downloaded on January 08,2025 at 14:31:11 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2024.3510690

TPAMI SUBMISSION

9

TABLE 2
Comparison of blurry frame interpolation methods on GoPro and HighREV. Read as Tab. 1.

Method Frames Events PSNR 1 SSIM 1t PSNR 1 SSIM 1 #Param
GoPro [31] 11+1 11+3

REFID (ssl.) v v 28.61 0.849 26.72 0.791 7.8M
RIFE [21] v X 28.69 0.856 2691 0.798 9.8M
EDI [35] v v 18.72 0.506 18.49 0.486 0.5M
Time Lens [53] v v 21.56 0.581 21.47 0.587 72.9M
EVDI [61] v v 29.17 0.880 28.77 0.873 0.4M
EFNet+IFRNet [26], [50] v v 33.05 0.955 32.89 0.950 28.2M
E2VID+ [39] v v 33.82 0.961 33.39 0.954 15.3M
REFID v v 35.90 0.973 35.47 0.971 15.9M
HighREV 11+1 1143

REFID (ssl.) v v 32.01 0.891 31.16 0.881 7.8M
RIFE [21] v X 32.79 0.904 31.24 0.890 9.8M
EDI [35] v (4 24.48 0.735 23.53 0.715 0.5M
EFNet+IFRNet [26], [50] v v 35.97 0.959 35.42 0.966 28.2M
REFID (ssl. fine-tuning) v v 36.05 0.961 35.51 0.966 7.8M
E2VID+ [39] v v 36.36 0.970 35.77 0.968 15.3M
REFID v v 37.65 0.975 36.91 0.973 15.9M

TABLE 3 image. And this is different from other traditional single-image

Comparison of single image motion deblurring methods on GoPro [31]

and REBIur [50]. HINet+: event-enhanced versions of HINet [11]. Ssl.

denotes that the model is self-supervised trained from scratch without
ground-truth as supervision.

Method Events PSNR 1 SSIM 1 #Param
GoPro [31]

EDI [35] "4 27.34 0.901

REFID (ssl.) v 28.88 0.912 7.8M
D?Nets' [43] % 31.60 0.940 -
LEMD' [23] v 31.79 0.949 -
MPRNet [60] X 32.66 0.959 20.0M
Restormer [59] X 32.92 0.961 26.1M
ERDNet [9] 4 32.99 0.935 -
NAFNet [10] b 4 33.69 0.967 -
EFNet [50] v 35.46 0.972 8.5M
REFID v 3591 0.973 15.9M
REBIlur [50]

REFID (ssl.) 4 35.01 0.953 7.8M
SRN [51] X 35.10 0.961 10.3M
NAFNet [10] X 35.48 0.962 67.9M
Restormer [59] X 35.50 0.959 26.1M
EDI [35] v 36.52 0.964 0.5M
HINet+ [11] v 37.68 0.973 88.9M
EFNet [50] v 38.12 0.975 8.5M
REFID v 38.34 0.975 15.9M

degradation on blurry frame interpolation because of the assump-
tion of sharp keyframes and neglecting the intensity changes
within the exposure time. Fig. 9 shows qualitative results. Fig. 9
(a) depicts the results for the left, right and interpolated frame on
HighREV. EDI [35] is vulnerable to noise and inaccurate events.
E2VID+ exhibits artifacts because its unidirectional architecture
does not leverage future events. REFID achieves sharp and faithful
results both on textured regions and edges thanks to the bidirec-
tional architecture and its event-guided attention fusion. Fig.9 (b)
shows the results of frame interpolation within the exposure time.

5.5

As a by-product, REFID can also perform single-image motion
deblurring, and Tab. 3 reports quantitative comparisons on this
task. It is worth mentioning that REFID predicts a short sequence
of images that are within the exposure time of the input blurry

Single Image Deblurring

deblurring methods. Thus, single-image deblurring results from
our REFID represent the averaged PSNR and SSIM from the
resulting image sequences.

With the supervised-training strategy, compared with the state-
of-the-art EFNet [50], our method pushes the performance further
to 35.91 dB in PSNR on GoPro. The 0.22 dB improvement in
PSNR over EFNet on REBlur also evidences the robustness of
REFID on real-world blurry scenes.

Considering a more realistic scene, the ground-truth sharp
images for most of the event cameras are not available or hard to
get. In these conditions, the models trained on synthetic data are
used for real conditions. SRN+, HINet+, EFNet, and REFID in
Tab.4 are examples. For our self-supervised training framework,
we can choose either training from scratch on the real-world
dataset (HighREV dataset) or self-supervised fine-tuning with pre-
trained weights from synthetic datasets, with 1.32 dB and 3.98 dB
higher than state-of-the-art.

Because of the domain gap between the synthetic data and
realistic data, the performance of the models is downgraded. We
choose REFID as a representative method and show the qualitative
results in Fig.10. Although the result in the middle of the exposure
time is good, the other results in the exposure time are vulnerable
to the influence of accumulated noise. The “Left” and “Right”
results in Fig.10 shows the artifacts. The settings for EDI are
similar to our method because it is also a self-supervised method,
but it fails to deal with the spatially-variant contrast threshold,
leading to artifacts in the blurry areas. Equipped with our proposed
self-supervised training framework (denoted as ssl. in Tab. 3), our
method utilizes predicted optical flow as a substitute for events,
getting rid of the influence of accumulated noise. The qualitative
results show the strong generalization of the proposed framework
on real-world data. Note that because our proposed self-supervised
framework is built on the assumption that the model predicts a
short video clip with the timestamps within the exposure time of
the input image, traditional single-image deblurring methods like
EFNet is not applicable to our method.

5.6 Ablation Study

Supervised training: Ablation studies on supervised training are
conducted on GoPro with the “11+1” setting to analyze the ef-
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(a) Blur/Event E2VID+
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Fig. 9. (a): Visual comparison on HighREV of the restored left, right and interpolated frame. E2VID+: image-enhanced version of E2VID [38].
Compared to other event-based methods, our method achieves the most faithful results. (b): The interpolated frames in the exposure time of the
left blurry image. Best viewed on a screen and zoomed in.

REFID

DI

E

REFID (ssl.)

REFID

EDI

REFID (ssl.)

Left Middle Right

Fig. 10. Qualitative results of the single-image deblurring without ground-truth. The terms “Left”, “Middle”, and “Right” denote the first, middle,
and last latent sharp images within the exposure time, respectively. Our method, incorporating a self-supervised framework, effectively mitigates
noise accumulation in the events, ensuring consistent and high-quality deblurring results in the generated video clip.
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TABLE 4
Comparison of event-based motion deblurring methods on the
HighREV dataset. Methods with a + denote event-enhanced versions.

11

TABLE 6
Ablation on losses. Brightness increment (L. inc.), blur consistency
(Lblur cons.)> and warping loss (Lwarp)-

sup. train. | self sup. train.
RIChod on GoPro | on HighREY | PSNRT | SSIMT
EDI [35] X v 25.32 0.753
SRN+ [51] v X 25.65 0.836
HINet+ [11] v 'S 2870 | 0910
EFNet [50] v X 29.55 0.936
REFID v X 28.72 0.910
REFID (ssl.) X v 30.04 0.931
REFID (pre-trained ssl.) v (%4 32.70 0.951
TABLE 5

Ablation study of different architectural components of our method on
the GoPro [31] dataset using the “11+1” setting.

Multi-scale connection ‘ Fusion ‘ Recurrent H PSNR ‘ SSIM

Lo r r GoPro HighREV
br. inc. blur cons. warp PSNR SSIM PSNR SSIM
X v X 2352 0.824 23.41 0.817
v v X 23.78 0.831 27.81 0.925
v X 4 7.22 0.026 10.26 0.175
X v v 27.72  0.893 28.53 0.927
v v 4 28.88  0.912 30.04  0.931
TABLE 7

Ablation on components in self-supervised learning framework. IWE:
Using images of warped events for training. Voxel Norm: the method
used for voxel normalization.

X add X 33.24 0.950
v add X 33.61 0.952
v add ConvLSTM 34.39 0.962
v add ConvGRU 34.54 0.962
v add EVR unidir. 35.36 0.968
v add EVR bidir. 35.81 0.971
v EGACA EVR bidir. 36.12 0.974

fectiveness of the proposed model architecture and its components
(Tab. 5). First, the proposed recurrent architecture improves PSNR
by 1.75 dB compared to the non-recurrent architecture, proving
the effectiveness of temporal modeling of events. Furthermore,
the proposed bidirectional EVR block yields an improvement
of 0.45 dB in PSNR compared to its unidirectional counterpart,
showcasing the informativeness of future events and the merit of
our physically-based model design. Compared to ConvLSTM [45]
and ConvGRU [46], which model longer time dependencies and
are used in video recognition, our EVR block using a simple
ResNet [16] yields 0.84 dB improvement in PSNR. Moreover,
the proposed EGACA contributes an improvement of 0.31 dB,
evidencing the benefit of mining and fusing image features with
adaptive weights from current events. The multi-scale connection
between the image branch and the event branch also brings a 0.37
dB gain in PSNR. Finally, all our contributions together yield a
substantial improvement of 2.88 dB in PSNR and 0.024 in SSIM
over the baseline.

Self-supervised training: Ablation studies in Tab. 6 and Tab. 7
are conducted with self-supervised training from scratch on each
dataset.

Tab. 6 shows the distinct contributions of different loss com-
ponents — brightness increment loss, blur consistency loss, and
warp loss — to the performance of our image deblurring model,
and reports PSNR and SSIM on GoPro and HighREV. The blur
consistency loss appears critical for achieving decent performance,
as reflected by the results where this loss was excluded (i.e., the
combination of brightness increment loss and warp loss). The
model performance dropped dramatically on both datasets, reach-
ing a PSNR of only 7.22 dB and 10.26 dB on GoPro and HighREV
respectively, with correspondingly low SSIM values. On the other
hand, the inclusion of the warp loss is highly beneficial. For
instance, when this loss was added to the blur consistency loss,
the PSNR on the HighREV dataset increased substantially from
23.41 dB to 28.53 dB, with similar improvements on the synthetic
GoPro dataset. The addition of the brightness increment loss to the
blur loss led to only minor improvements on the synthetic GoPro

GoPro HighREV
LIS L G PSNR SSIM | PSNR  SSIM
X RobustNorm [25] || 2795 0896 | 2898 0894
v RobustNorm [48] || 27.99 0895 | 2925 0924
X RobustNorm+ 2859 0909 | 30.04 0931
v RobustNorm+ 2888 0912 | 3094 0.937

but substantially benefits the real-world results on the HighREV
dataset where the PSNR increases from 23.41 dB to 27.81 dB.
This difference in performance boost could stem from the fact that
the events in the GoPro dataset are generated with interpolated
frames that often yield subtle artifacts that affect synthetic event
generation. Finally, it is worth noting that the combination of all
three losses yielded the best results. The model achieved a PSNR
of 28.88 dB on GoPro and 30.04 dB on HighREV, with high
SSIM values, demonstrating the complementary roles of these
loss components. This finding reinforces the effectiveness of our
proposed framework that capitalizes on the different constraints
offered by each of these losses in the image deblurring process.

Next we investigate the use of images of warped events at
the input of our method, and the use of RobustNorm+, a voxel
normalization method that deviates slightly from the RobustNorm
in [49]. Both normalize non-zero values as

V?N(x) = clip (Vl(x) —Via ,0, 1) ,

V. _V,
f Vi
V§N+(x)=cﬁp( - 70,1),

,99

where V; ,, denotes the p™ percentile of V;(x). We found that
RobustNorm+ was more stable during training and lead to fewer
outliers on samples with few events. We report an ablation of
these components in Tab. 7. Removing IWE from the input led
to a 0.19 dB reduction on GoPro, and a 0.90 dB reduction on
HighREYV, justifying its use. We argue that the IWE is essential
since it provides a sharp template for the network for placing
edges at the output. We also find that RobustNorm+ increases the
PSNR by 0.89 dB on GoPro and 1.69 dB on HighREV.

6 CONCLUSION

In this paper, we have considered the tasks of event-based sharp
frame interpolation and blurry frame interpolation jointly, as
motion blur may or may not occur in input videos depending on
the speed of the motion and the length of the exposure time. To
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solve these tasks with a single method, we have proposed REFID,
a novel bidirectional recurrent neural network which performs
fusion of the reference video frames and the corresponding event
stream. The recurrent structure of REFID allows the effective
propagation of event-based information across time, which is
crucial for accurate interpolation. Moreover, we have introduced
EGACA, a new adaptive event-image fusion module based on
channel attention. In order to provide a more realistic experimental
setting for the examined low-level event-based tasks, we have
presented HighREV, a new event-RGB dataset with the highest
spatial event resolution among related sets. We have thoroughly
evaluated our network on standard event-based sharp frame inter-
polation, event-based blurry frame interpolation, and single-image
deblurring and shown that it consistently outperforms existing
state-of-the-art methods on GoPro and HighREV. To improve the
generalization of the model, we propose a self-supervised training
framework with warped events for blurry frame interpolation and
single-image deblurring. Three loss functions are utilized for the
proposed framework. Experiments on the real-world dataset are
conducted to show the effectiveness of the framework. We hope
the work can inspire more event-based computational imaging
work for realistic applications.

In pursuit of enhancing the model’s generalization, we fur-
ther introduce a self-supervised training framework incorporating
warped events for both blurry frame interpolation and single-
image deblurring. The proposed framework integrates three dis-
tinct loss functions to constrain the model training. Through
comprehensive experiments conducted on real-world datasets,
we substantiate the effectiveness of our proposed approach. We
envision that this work will serve as a catalyst for inspiring further
exploration in the domain of event-based computational imaging
for realistic applications.
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