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Abstract

Recently, indiscernible scene understanding has at-
tracted a lot of attention in the vision community. We
further advance the frontier of this field by systematically
studying a new challenge named indiscernible object count-
ing (IOC), the goal of which is to count objects that are
blended with respect to their surroundings. Due to a
lack of appropriate IOC datasets, we present a large-scale
dataset IOCfish5K which contains a total of 5,637 high-
resolution images and 659,024 annotated center points.
Our dataset consists of a large number of indiscernible ob-
jects (mainly fish) in underwater scenes, making the an-
notation process all the more challenging. IOCfish5K is
superior to existing datasets with indiscernible scenes be-
cause of its larger scale, higher image resolutions, more
annotations, and denser scenes. All these aspects make
it the most challenging dataset for IOC so far, supporting
progress in this area. For benchmarking purposes, we se-
lect 14 mainstream methods for object counting and care-
fully evaluate them on IOCfish5K. Furthermore, we propose
IOCFormer, a new strong baseline that combines density
and regression branches in a unified framework and can
effectively tackle object counting under concealed scenes.
Experiments show that IOCFormer achieves state-of-the-
art scores on IOCfish5K. The resources are available at
github.com/GuoleiSun/Indiscernible-Object-Counting.

1. Introduction
Object counting – to estimate the number of object in-

stances in an image – has always been an essential topic in
computer vision. Understanding the counts of each cate-
gory in a scene can be of vital importance for an intelligent
agent to navigate in its environment. The task can be the end
goal or can be an auxiliary step. As to the latter, counting
objects has been proven to help instance segmentation [14],
action localization [54], and pedestrian detection [83]. As to
the former, it is a core algorithm in surveillance [78], crowd
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Figure 1. Illustration of different counting tasks. Top left: Generic
Object Counting (GOC), which counts objects of various classes
in natural scenes. Top right: Dense Object Counting (DOC),
which counts objects of a foreground class in scenes packed with
instances. Down: Indiscernible Object Counting (IOC), which
counts objects of a foreground class in indiscernible scenes. Can
you find all fishes in the given examples? For GOC, DOC, and
IOC, the images shown are from PASCAL VOC [18], Shang-
haiTech [91], and the new IOCfish5K dataset, respectively.

monitoring [6], wildlife conservation [56], diet patterns un-
derstanding [55] and cell population analysis [1].

Previous object counting research mainly followed two
directions: generic/common object counting (GOC) [8, 14,
32, 68] and dense object counting (DOC) [28, 36, 50, 57,
64, 67, 91]. The difference between these two sub-tasks
lies in the studied scenes, as shown in Fig. 1. GOC tack-
les the problem of counting object(s) of various categories
in natural/common scenes [8], i.e., images from PASCAL
VOC [18] and COCO [41]. The number of objects to be es-
timated is usually small, i.e., less than 10. DOC, on the
other hand, mainly counts objects of a foreground class
in crowded scenes. The estimated count can be hundreds
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Dataset Year Indiscernible
Scene #Ann. IMG Avg. Resolution Free View Count Statistics WebTotal Min Ave Max

UCSD [6] 2008 ✗ 2,000 158×238 ✗ 49,885 11 25 46 Link
Mall [10] 2012 ✗ 2,000 480×640 ✗ 62,325 13 31 53 Link
UCF CC 50 [27] 2013 ✗ 50 2101×2888 ✓ 63,974 94 1,279 4,543 Link
WorldExpo’10 [90] 2016 ✗ 3,980 576×720 ✗ 199,923 1 50 253 Link
ShanghaiTech B [91] 2016 ✗ 716 768×1024 ✗ 88,488 9 123 578 Link
ShanghaiTech A [91] 2016 ✗ 482 589×868 ✓ 241,677 33 501 3,139 Link
UCF-QNRF [28] 2018 ✗ 1,535 2013×2902 ✓ 1,251,642 49 815 12,865 Link
Crowd surv [87] 2019 ✗ 13,945 840×1342 ✗ 386,513 2 35 1420 Link
GCC (synthetic) [80] 2019 ✗ 15,212 1080×1920 ✗ 7,625,843 0 501 3,995 Link
JHU-CROWD++ [65] 2019 ✗ 4,372 910×1430 ✓ 1,515,005 0 346 25,791 Link
NWPU-Crowd [79] 2020 ✗ 5,109 2191×3209 ✓ 2,133,375 0 418 20,033 Link
NC4K [51] 2021 ✓ 4,121 530×709 ✓ 4,584 1 1 8 Link
CAMO++ [33] 2021 ✓ 5,500 N/A ✓ 32,756 N/A 6 N/A Link
COD [19] 2022 ✓ 5,066 737×964 ✓ 5,899 1 1 8 Link
IOCfish5K (Ours) 2023 ✓ 5,637 1080×1920 ✓ 659,024 0 117 2,371 Link

Table 1. Statistics of existing datasets for dense object counting (DOC) and indiscernible object counting (IOC).

or even tens of thousands. The counted objects are often
persons (crowd counting) [36, 39, 88], vehicles [26, 57] or
plants [50]. Thanks to large-scale datasets [10,18,28,65,79,
91] and deep convolutional neural networks (CNNs) trained
on them, significant progress has been made both for GOC
and DOC. However, to the best of our knowledge, there is
no previous work on counting indiscernible objects.

Under indiscernible scenes, foreground objects have a
similar appearance, color, or texture to the background and
are thus difficult to be detected with a traditional visual
system. The phenomenon exists in both natural and arti-
ficial scenes [20, 33]. Hence, scene understanding for in-
discernible scenes has attracted increasing attention since
the appearance of some pioneering works [20, 34]. Various
tasks have been proposed and formalized: camouflaged ob-
ject detection (COD) [20], camouflaged instance segmen-
tation (CIS) [33] and video camouflaged object detection
(VCOD) [12, 31]. However, no previous research has fo-
cused on counting objects in indiscernible scenes, which is
an important aspect.

In this paper, we study the new indiscernible object
counting (IOC) task, which focuses on counting foreground
objects in indiscernible scenes. Fig. 1 illustrates this chal-
lenge. Tasks such as image classification [17, 24], seman-
tic segmentation [11, 42] and instance segmentation [3, 23]
all owe their progress to the availability of large-scale
datasets [16, 18, 41]. Similarly, a high-quality dataset for
IOC would facilitate its advancement. Although existing
datasets [20, 33, 51] with instance-level annotations can be
used for IOC, they have the following limitations: 1) the
total number of annotated objects in these datasets is lim-
ited, and image resolutions are low; 2) they only contain
scenes/images with a small instance count; 3) the instance-
level mask annotations can be converted to point supervi-
sion by computing the centers of mass, but the computed
points do not necessarily fall inside the objects.

To facilitate the research on IOC, we construct a large-
scale dataset, IOCfish5K. We collect 5,637 images with

indiscernible scenes and annotate them with 659,024 cen-
ter points. Compared with the existing datasets, the pro-
posed IOCfish5K has several advantages: 1) it is the largest-
scale dataset for IOC in terms of the number of images,
image resolution, and total object count; 2) the images in
IOCfish5K are carefully selected and contain diverse indis-
cernible scenes; 3) the point annotations are accurate and
located at the center of each object. Our dataset is com-
pared with existing DOC and IOC datasets in Table 1, and
example images are shown in Fig. 2.

Based on the proposed IOCfish5K dataset, we provide a
systematic study on 14 mainstream baselines [32,36,39,40,
45, 47, 52, 66, 73, 76, 89, 91]. We find that methods which
perform well on existing DOC datasets do not necessarily
preserve their competitiveness on our challenging dataset.
Hence, we propose a simple and effective approach named
IOCFormer. Specifically, we combine the advantages of
density-based [76] and regression-based [39] counting ap-
proaches. The former can estimate the object density
across the image, while the latter directly regresses the co-
ordinates of points, which is straightforward and elegant.
IOCFormer contains two branches: density and regression.
The density-aware features from the density branch help
make indiscernible objects stand out through the proposed
density-enhanced transformer encoder (DETE). Then the
refined features are passed through a conventional trans-
former decoder, after which predicted object points are gen-
erated. Experiments show that IOCFormer outperforms all
considered algorithms, demonstrating its effectiveness on
IOC. To summarize, our contributions are three-fold.

• We propose the new indiscernible object counting
(IOC) task. To facilitate research on IOC, we con-
tribute a large-scale dataset IOCfish5K, containing
5,637 images and 659,024 accurate point labels.

• We select 14 classical and high-performing approaches
for object counting and evaluate them on the proposed
IOCfish5K for benchmarking purposes.
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https://github.com/JingZhang617/COD-Rank-Localize-and-Segment
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• We propose a novel baseline, namely IOCFormer,
which integrates density-based and regression-based
methods in a unified framework. In addition, a novel
density-based transformer encoder is proposed to grad-
ually exploit density information from the density
branch to help detect indiscernible objects.

2. Related Works
2.1. Generic Object Counting

Generic/common object counting (GOC) [14], also re-
ferred to as everyday object counting [8], is to count the
number of object instances for various categories in natu-
ral scenes. The popular benchmarks for GOC are PASCAL
VOC [18] and COCO [41]. The task was first proposed and
studied in the pioneering work [8], which divided images
into non-overlapping patches and predicted their counts by
subitizing. LC [14] used image-level count supervision to
generate a density map for each class, improving counting
performance and instance segmentation. RLC [15] further
reduced the supervision by only requiring the count infor-
mation for a subset of training classes rather than all classes.
Differently, LCFCN [32] exploited point-level supervision
and output a single blob per object instance.

2.2. Dense Object Counting
Dense Object Counting (DOC) [13, 28, 50, 53, 57, 63,

64, 82, 84, 85, 91] counts the number of objects in dense
scenarios. DOC contains tasks such as crowd count-
ing [28, 29, 37, 44, 64, 77, 79, 86, 91, 93], vehicle count-
ing [26, 57], plant counting [50], cell counting [1] and
penguin counting [2]. Among them, crowd counting,
i.e., counting people, attracts the most attention. The
popular benchmarks for crowd counting include Shang-
haiTech [91], UCF-QNRF [28], JHU-CROWD++ [64],
NWPU-Crowd [79] and Mall [10]. For vehicle counting, re-
searchers mainly use TRANCOS [57], PUCPR+ [26], and
CAPRK [26]. For DOC on other categories, the avail-
able datasets are MTC [50] for counting plants, CBC [1]
for counting cells, and Penguins [2] for counting penguins.
DOC differs from GOC because DOC has far more objects
to be counted and mainly focuses on one particular class.

Previous DOC works can be divided into three groups
based on the counting strategy: detection [21, 35, 43, 61],
regression [6,7,27,39,66], and density map generation [36,
40, 47, 49, 62, 69, 76]. Counting-by-detection methods first
detect the objects and then count. Though intuitive, they
are inferior in performance since detection performs unfa-
vorably on crowded scenes. Counting-by-regression meth-
ods either regress the global features to the overall image
count [6, 7, 27] or directly regress the local features to the
point coordinates [39, 66]. Most previous efforts focus on
learning a density map, which is a single-channel output

with reduced spatial size. It represents the fractional num-
ber of objects at each location, and its spatial integration
equals the total count of the objects in the image. The den-
sity map can be learned by using a pseudo density map gen-
erated with Gaussian kernels [36, 45, 72] or directly using a
ground-truth point map [52, 69, 76].

For architectural choices, the past efforts on DOC can
also be divided into CNN-based [32, 36, 47, 48, 60, 66] and
Transformer-based methods [38, 39, 69]. By nature, con-
volutional neural networks (CNNs) have limited receptive
fields and only use local information. By contrast, Trans-
formers can establish long-range/global relationships be-
tween the features. The advantage of transformers for DOC
is demonstrated by [38, 59, 69].

2.3. Indiscernible Object Counting

Recently, indiscernible scene understanding has become
popular [19, 31, 33, 33, 34, 92]. It contains a set of tasks
specifically focusing on detection, instance segmentation
and video object detection/segmentation. It aims to ana-
lyze scenes with objects that are difficult to recognize visu-
ally [20, 31].

In this paper, we study the new task of indiscernible ob-
ject counting (IOC), which lies at the intersection of dense
object counting (DOC) and indiscernible scene understand-
ing. Recently proposed datasets [19, 33, 51] for concealed
scene understanding can be used as benchmarks for IOC by
converting instance-level masks to points. However, they
have several limitations, as discussed in §1. Therefore, we
propose the first large-scale dataset for IOC, IOCfish5K.

3. The IOCfish5K Dataset
3.1. Image Collection

Underwater scenes contain many indiscernible objects
(Sea Horse, Reef Stonefish, Lionfish, and Leafy Sea Dragon)
because of limited visibility and active mimicry. Hence, we
focus on collecting images of underwater scenes.

We started by collecting Youtube videos of underwater
scenes, using general keywords (underwater scene, sea div-
ing, deep sea scene, etc.) and category-specific ones (Cut-
tlefish, Mimic Octopus, Anglerfish, Stonefish, etc.). In to-
tal, we collected 135 high-quality videos with lengths from
tens of seconds to several hours. Next, we kept one image
in every 100 frames (3.3 sec) to avoid duplicates. This still
leaded to a large number of images, some showing similar
scenes or having low quality. Hence, at the final step of im-
age collection, 6 professional annotators carefully reviewed
the dataset and removed those unsatisfactory images. The
final dataset has 5,637 images, some of which are shown in
Fig. 2. This step cost a total of 200 human hours.



Figure 2. Example images from the proposed IOCfish5K. From left column to right column: typical samples, indiscernible & dense
samples, indiscernible & less dense samples, less indiscernible & dense samples, less indiscernible & less dense samples.

3.2. Image Annotation
Annotation principles. The goal was to annotate each
animal with a point at the center of its visible part. We
have striven for accuracy and completeness. The former
indicates that the annotation point should be placed at the
object center, and each point corresponds to exactly one ob-
ject instance. The latter means that no objects should be left
without annotation.
Annotation tools. To ease annotation, we developed a
tool based on open-source Labelimg1. It offers the follow-
ing functions: generate a point annotation in an image by
clicking, drag/delete the point, mark the point when encoun-
tering difficult cases, and zoom in/out. These functions help
annotators to produce high-quality point annotations and to
resolve ambiguities by discussing the marked cases.
Annotation process. The whole process is split into
three steps. First, all annotators (6 experts) were trained
to familiarize themselves with their tasks. They were in-
structed about sea animals and well-annotated samples.
Then each of them was asked to annotate 50 images. The
annotations were checked and evaluated. When an anno-
tator passed the evaluation, he/she could move to the next
step. Second, images were distributed to 6 annotators, giv-
ing each annotator responsibility over part of the dataset.
The annotators were required to discuss confusing cases and
reach a consensus. Last, they checked and refined the an-
notations in two rounds. The second step cost 600 human
hours, while each checking round in the third step cost 300
hours. The total cost of annotation process amounted to
1,200 human hours.

3.3. Dataset Details
The proposed IOCfish5K dataset contains 5,637 high-

quality images, annotated with 659,024 points. Table 2
shows the number of images within each count range (0-50,

1https://github.com/heartexlabs/labelImg

Datasets # IMG
(0-50)

# IMG
(51-100)

# IMG
(101-200)

# IMG
(>200) Total

NC4K [51] 4,121 0 0 0 4,121
COD [19] 5,066 0 0 0 5,066
IOCfish5K 2,663 1,000 957 1,017 5,637

Table 2. Comparison of datasets w.r.t. image distribution across
various density (count) ranges. We compute the number of images
for each dataset under four density ranges.

51-100, 101-200, and above 200). Of all images in IOC-
fish5K, 957 have a medium to high object density, i.e., be-
tween 101 and 200 instances. Furthermore, 1,017 images
(18% of the dataset) show very dense scenes (> 200 ob-
jects per image). To standardize the benchmarking on IOC-
fish5K, we randomly divide it into three non-overlapping
parts: train (3,137), validation (500), and test (2,000). For
each split, the distribution of images across different count
ranges follows a similar distribution.

Table 1 compares the statistics of IOCfish5K with pre-
vious datasets. The advantages of IOCfish5K over existing
datasets are four-fold. (1) IOCfish5K is the largest-scale ob-
ject counting dataset for indiscernible scenes. It is superior
to its counterparts such as NC4K [51], CAMO++ [33], and
COD [19] in terms of size, image resolution and the num-
ber of annotated points. For example, the largest existing
IOC dataset CAMO++ [33] contains a total of 32,756 ob-
jects, compared to 659,024 points in IOCfish5K. (2) IOC-
fish5K has far denser images, which makes it currently the
most challenging benchmark for IOC. As shown in Ta-
ble 2, 1,974 images have more than 100 objects. (3) Al-
though IOCfish5K is specifically proposed for IOC, it has
some advantages over the existing DOC datasets. For in-
stance, compared with JHU-CROWD++ [64], which is one
of the largest-scale DOC benchmarks, the proposed dataset
contains more images with a higher resolution. (4) IOC-
fish5K focuses on underwater scenes with sea animal anno-
tations, which makes it different from all existing datasets

https://github.com/heartexlabs/labelImg


Figure 3. Overview of the proposed IOCFormer. Given an input image, we extract a feature map using an encoder, which is processed by a
density branch and regression branch. The density-enhanced transformer encoder exploits the object density information from the density
branch to generate more relevant features for the regression. Refer to §4 for more details.

shown in Table 1. Hence, the proposed dataset is also
valuable for transfer learning and domain adaptation of
DOC [9, 22, 25, 46].

4. IOCFormer
We first introduce the network structure of our proposed

IOCFormer model, which consists of a density and a regres-
sion branch. Then, the novel density-enhanced transformer
encoder, which is designed to help the network better rec-
ognize and detect indiscernible objects, is explained.

4.1. Network Structure
As mentioned, mainstream methods for object count-

ing fall into two groups: counting-by-density [36, 76] or
counting-by-regression [39, 66]. The density-based ap-
proaches [36, 76] learn a map with the estimated object
density across the image. Differently, the regression-based
methods [39, 66] directly regress to coordinates of object
center points, which is straightforward and elegant. As for
IOC, foreground objects are difficult to distinguish from the
background due to their similar appearance, mainly in color
and texture. The ability of density-based approaches to es-
timate the object density level could be exploited to make
(indiscernible) foreground objects stand out and improve
the performance of regression-based methods. In other
words, the advantages of density-based and regression-
based approaches could be combined. Thus, we propose
IOCFormer, which contains two branches: a density branch
and a regression branch, as in Fig. 3. The density branch’s
information helps refine the regression branch’s features.

Formally, we are given an input image I with ground-
truth object points {(xi, yi)}Ki=1 where (xi, yi) denotes the
coordinates of the i-th object point and K is the total num-
ber of objects. The goal is to train an object counting model
which predicts the number of objects in the image. We first
extract a feature map F ∈ Rh×w×c1 (h, w, and c1 denote
height, weight, and the number of channels, respectively)
by sending the image through an encoder. Next, F is pro-
cessed by the density and the regression branches.

The density branch inputs F into a convolutional de-
coder which consists of two convolutions with 3×3 kernels.

A density-aware feature map Fd ∈ Rh×w×c2 is obtained,
where c2 is the number of channels. Then a density head (a
convolution layer with 1 × 1 kernel and ReLU activation)
maps Fd to a single-channel density map D ∈ Rh×w with
non-negative values. Similar to [76], the counting loss (L1

loss) used in the density branch is defined as:

LD =
∣∣∥D∥1 −K

∣∣, (1)

where ∥·∥1 denotes the entry-wise L1 norm of a matrix. The
density map D estimates the object density level across the
spatial dimensions. Hence, the feature map Fd before the
density head is density-aware and contains object density
information, which could be exploited to strengthen the fea-
ture regions with indiscernible object instances.

As to the regression branch, the feature map F from
the encoder and the density-aware feature map Fd from the
density branch are first fed into our density-enhanced trans-
former encoder, described in detail in §4.2. After this mod-
ule, the refined features, together with object queries, are
passed to a typical transformer decoder [71]. The decoded
query embeddings are then used by the classification head
and regression head to generate predictions. The details are
explained in §4.3.

4.2. Density-Enhanced Transformer Encoder
Here, we explain the density-enhanced transformer en-

coder (DETE) in detail. The structure of the typical trans-
former encoder (TTE) and the proposed DETE is shown in
Fig. 4. Different from TTE, which directly processes one
input, DETE takes two inputs: the features (F ) extracted by
the initial encoder and the density-aware features (Fd) from
the density branch. DETE uses the density-aware feature
map to refine the encoder feature map. With information
about which image areas have densely distributed objects
and which have sparsely distributed objects, the regression
branch can more accurately predict the positions of indis-
cernible object instances.

We first project F to F̂ ∈ Rh×w×c, and Fd to F̂d ∈
Rh×w×c by using an MLP layer so that the number of
channels (c) matches. The input to the first transformer
layer is the combination of F̂ , F̂d and position embedding



(a)

(b)

Figure 4. Comparison between typical transformer encoder (a) and
our density-enhanced transformer encoder (b) when L = 4.

E ∈ Rhw×c. This process is given by:

F 1 = Rs(F̂ ) + Rs(F̂d) + E; F 2 = Trans(F 1), (2)

where Rs(·) denotes the operation of reshaping the feature
map by flattening its spatial dimensions, and Trans(·) de-
notes a transformer layer. After that, additional transformer
layers are used to further refine the features, as follows:

F 1
d = F̂d,

F i
d = Convs(F i−1

d ), i = 2, 3, ..., L− 1,

F i+1 = Trans(F i +Rs(F i
d)), i = 2, 3, ..., L− 1,

(3)

where Convs(·) denotes a convolutional block containing
two convolution layers. The total number of transformer
layers is L which also represents the total times of merging
transformer and convolution features. After Equ. (3), we
obtain the density-refined features FL ∈ Rhw×c which are
forwarded to the transformer decoder.

The benefit of our DETE can also be interpreted from the
perspective of global and local information. Before each
transformer layer in Equ. (3), we merge features from the
previous transformer layer (global) and features from the
convolutional block (local). During this process, the global
and local information gradually get combined, which boosts
the representation ability of the module.

4.3. Loss Function
After the DETE module, we obtain density-refined fea-

tures FL. Next, the transformer decoder takes the refined
features FL and trainable query embeddings Q ∈ Rn×c

containing n queries as inputs, and outputs decoded em-
beddings Q̂ ∈ Rn×c. The transformer decoder consists
of several layers, each of which contains a self-attention
module, a cross-attention layer and a feed-forward network

(FFN). For more details, we refer to the seminal work [71].
Q̂ contains n decoded representations, corresponding to n
queries. Following [39], every query embedding is mapped
to a confidence score by a classification head and a point
coordinate by a regression head. Let {pi, (x̂i, ŷi)}ni=1 de-
note the predictions for all queries, where pi is the pre-
dicted confidence score determining the likelihood that the
point belongs to the foreground and (x̂i, ŷi) is the predicted
coordinate for the i-th query. Then we conduct a Hungar-
ian matching [4, 39] between predictions {pi, (x̂i, ŷi)}ni=1

and ground-truth {(xi, yi)}Ki=1. Note that n is bigger than
K so that each ground-truth point has a matched predic-
tion. The Hungarian matching is based on the k-nearest-
neighbors matching objective [39]. Specifically, the match-
ing cost depends on three parts: the distance between pre-
dicted points and ground-truth points, the confidence score
of the predicted points, and the difference between pre-
dicted and ground-truth average neighbor distance [39]. Af-
ter the matching, we compute the classification loss Lc,
which boosts the confidence score of the matched predic-
tions and suppresses the confidence score of the unmatched
ones. To supervise the predicted coordinates’ learning, we
also compute the localization loss Ll, which measures the
L1 distance between the matched predicted coordinates and
the corresponding ground-truth coordinates. For more de-
tails, we refer to [39]. The final loss function is defined as:

L = λLD + Lc + Ll, (4)

where λ is set to 0.5. The density and the regression branch
are jointly trained using Equ. (4). During inference, we take
the predictions from the regression branch.

5. Experiments
5.1. Experimental Setting
Compared models. Since there is no algorithm specif-
ically designed for IOC, we select 14 recent open-source
DOC methods for benchmarking. Selected methods in-
clude: MCNN [91], CSRNet [36], LCFCN [32], CAN [47],
DSSI-Net [45], BL [52], NoisyCC [73], DM-Count [76],
GL [74], P2PNet [66], KDMG [75], MPS [89], MAN [40],
and CLTR [39]. Among them, P2PNet and CLTR are based
on regression, while others are on density map estimation.
Implementation details. For methods such as MCNN
and CAN, we use open-source re-implementations for our
experiments. For the other methods, we use official codes
and default parameters. All experiments are conducted on
PyTorch [58] and NVIDIA GPUs. L in DETE is set to 6
and the number of queries (n) is set as 700. Following [39],
our IOCFormer uses ResNet-50 [24] as encoder, pretrained
on Imagenet [16]. Other modules/parameters are randomly
initialized. For data augmentations, we use random resizing
and horizontal flipping. The images are randomly cropped



Val (500) Test (2,000)Method Publication MAE↓ MSE↓ NAE↓ MAE↓ MSE↓ NAE↓
MCNN [91] CVPR’16 81.62 152.09 3.53 72.93 129.43 4.90
CSRNet [36] CVPR’18 43.05 78.46 1.91 38.12 69.75 2.48
LCFCN [32] ECCV’18 31.99 81.12 0.77 28.05 68.24 1.12
CAN [47] CVPR’19 47.77 83.67 2.10 42.02 74.46 2.58
DSSI-Net [45] ICCV’19 33.77 80.08 1.25 31.04 69.11 1.68
BL [52] ICCV’19 19.67 44.21 0.39 20.03 46.08 0.55
NoisyCC [73] NeurIPS’20 19.48 41.76 0.39 19.73 46.85 0.46
DM-Count [76] NeurIPS’20 19.65 42.56 0.42 19.52 45.52 0.55
GL [74] CVPR’21 18.13 44.57 0.33 18.80 46.19 0.47
P2PNet [66] ICCV’21 21.38 45.12 0.39 20.74 47.90 0.48
KDMG [75] TPAMI’22 22.79 47.32 0.90 22.79 49.94 1.17
MPS [89] ICASSP’22 34.68 59.46 2.06 33.55 55.02 2.61
MAN [40] CVPR’22 24.36 40.65 2.39 25.82 45.82 3.16
CLTR [39] ECCV’22 17.47 37.06 0.29 18.07 41.90 0.43
IOCFormer (Ours) CVPR’23 15.91 34.08 0.26 17.12 41.25 0.38

Table 3. Comparison with state-of-the-art methods on the validation and test set. The best results are highlighted in bold.

to 256 × 256 inputs. Each batch contains 8 images, and
the Adam optimizer [30] is used. During inference, we split
the images into patches of the same size as during training.
Following [39], we use a threshold (0.35) to filter out back-
ground predictions.
Metrics. To evaluate the effectiveness of the baselines
and the proposed method, we compute Mean Absolute Er-
ror (MAE), Mean Square Error (MSE), and Mean Normal-
ized Absolute Error (NAE) between predicted counts and
ground-truth counts for all images, following [39, 76, 79].

5.2. Counting Results and Analysis
We present the results of 14 mainstream crowd-counting

algorithms and IOCFormer in Table 3. All methods follow
the same evaluation protocol: the model is selected via the
val set. Based on the results, we observe:

• Among all previous methods, the recent CLTR [39]
outperforms the rest, with 18.07, 41.90, 0.43 on the
test set for MAE, MSE, and NAE, respectively. The
reason is that this method uses a transformer encoder
to learn global information and a transformer decoder
to directly predict center points for object instances.

• Some methods (MAN [40] and P2PNet [66]) perform
competitively on DOC datasets such as JHU++ [65]
and NWPU [79], but perform worse on IOCfish5K.
For example, MAN achieves 53.4 and 209.9 for MAE
and MSE on JHU++, outperforming other methods,
including CLTR which achieves 59.5 and 240.6 for
MAE and MSE. However, MAN underperforms on
IOCfish5K, compared to CLTR, DM-Count, NoisyCC,
and BL. This shows that methods designed for DOC
do not necessarily work well for indiscernible objects.
Hence, IOC requires specifically designed solutions.

• These methods, including BL, NoisyCC, DM-Count,
and GL, which propose new loss functions for crowd
counting, perform well despite being simple. For ex-
ample, GL achieves 18.80, 46.19, and 0.47 for MAE,
MSE, and NAE on the test set.

Methods DETE MAE↓ MSE↓ NAE↓
DB ✗ 18.25 39.77 0.29
Regression ✗ 17.47 37.06 0.29

DB+Regression ✗ 16.94 35.92 0.26
✓ 15.91 34.08 0.26

Table 4. Impact of density branch (DB) and DETE on IOC-
fish5K val set. For DB+Regression without using DETE, a typical
transformer encoder (TTE) is used instead.

Different from previous methods, IOCFormer is specif-
ically designed for IOC with two novelties: (1) combin-
ing density and regression branches in a unified frame-
work, which improves the underlying features; (2) density-
based transformer encoder, which strengthens the feature
regions where objects exist. On both the val and test sets,
IOCFormer is superior to all previous methods for MAE,
MSE, and NAE. Besides the quantitative results, we also
show qualitative results of some approaches in Fig. 5.

5.3. Ablation Study
Impact of the density branch and DETE. As men-
tioned, the proposed model combines a density and a re-
gression branch in a unified framework, aiming to combine
their advantages. In Table 4, we show the results of sepa-
rately training the density branch and the regression branch.
We also provide results of jointly training the density branch
and regression branch without using the proposed DETE.
The comparison shows that the regression branch, though
straightforward, performs better than only using the density
branch. Furthermore, training both branches together with-
out DETE gives better performance than using only the re-
gression branch. The improvement could be explained from
the perspective of multi-task learning [5,70,81]. The added
density branch, which could be regarded as an additional
task, helps the encoder learn better features. By establishing
connections between the density and regression branches,
better performance is obtained. Compared to the variant
without DETE, our final model has a clear superiority by



Figure 5. Qualitative comparisons of various algorithms (NoisyCC [73], MAN [40], CLTR [39], and ours). The GT or estimated counts
for each case are shown in the lower left corner. Best viewed with zooming.

L MAE↓ MSE↓ NAE↓
2 16.75 35.87 0.28
4 16.59 35.23 0.26
6 15.91 34.08 0.26
8 15.72 33.63 0.24

Table 5. Impact of the number of transformer layers or convolu-
tional blocks in DETE.

reducing MAE from 16.94 to 15.91 and MSE from 35.92
to 34.08. The results validate the effectiveness of DETE for
enhancing the features by exploiting the information gener-
ated from the density branch.
Impact of L. We change the number of Trans or Convs
in DETE and report results in Table 5. By increasing L,
we obtain better performance, showing the capability of our
DETE to produce relevant features. We use L = 6 in our
main setting to balance complexity and performance.

6. Conclusions and Future Work
We provide a rigorous study of a new challenge named

indiscernible object counting (IOC), which focuses on
counting objects in indiscernible scenes. To address the
lack of a large-scale dataset, we present the high-quality
IOCfish5K which mainly contains underwater scenes and
has point annotations located at the center of object (mainly
fish) instances. A number of existing mainstream base-

lines are selected and evaluated on IOCfish5K, proving a
domain gap between DOC and IOC. In addition, we pro-
pose a dedicated method for IOC named IOCFormer, which
is equipped with two novel designs: combining a density
and regression branch in a unified model and a density-
enhanced transformer encoder which transfers object den-
sity information from the density to the regression branch.
IOCFormer achieves SOTA performance on IOCfish5K. To
sum up, our dataset and method provide an opportunity for
future researchers to dive into this new task.

Future work. There are several directions. (1) To im-
prove performance and efficiency. Although our method
achieves state-of-the-art performance, there is room to fur-
ther improve the counting results on IOCfish5K in terms
of MAE, MSE, and NAE. Also, efficiency is important
when deploying counting models in real applications. (2)
To study domain adaptation among IOC and DOC. There
are many more DOC datasets than IOC datasets and how
to improve IOC using available DOC datasets is a practical
problem to tackle. (3) To obtain a general counting model
which can count everything (people, plants, cells, fish, etc.).
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