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(recent) power systems control challenges
→ integration of renewable sources

→ changing generation technology

opportunities:
• converter-interfaced sources
→ fast / modular / flexible actuation

• technological advances
→ sensing / actuation / communication

• scientific advances
→ control / optimization / learning

⇒ end-to-end & real-time automation
of cyber-socio-technical power system

→ scaling → distributed generation & prosumption → liberalized markets
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Replacing the system foundation

fuel & synchronous machines

– not sustainable

+ central & dispatchable generation

+ large rotational inertia as buffer

+ self-synchronize through the grid

+ resilient voltage / frequency control

– slow actuation & control

renewables & power electronics

+ sustainable

– distributed & variable generation

– almost no energy storage

– no inherent self-synchronization

– fragile voltage / frequency control

+ fast / flexible / modular control
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What do we see here ?

Hz

*10 sec
BEWAG      UCTE
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West Berlin re-connecting to Europe
Source: Energie-Museum Berlin

Hz

*10 sec
BEWAG      UCTE

December 7, 1994

before re-connection: islanded operation based on batteries & boiler

afterwards connected to European grid & synchronous generation
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The concerns are not hypothetical
issues broadly recognized by system operators, device manufacturers, & academia

key events
I storm damages two lines
I control not resilient loss of

500 MW wind power
I between lines: conventional

grid would have survived

obstacle to sustainability
I integrating power electronics
I robust & resilient control

ERCOT is recommending the transition to the following five AS products plus one additional AS 

that would be used during some transition period:     

1. Synchronous Inertial Response Service (SIR), 

2. Fast Frequency Response Service (FFR), 

3. Primary Frequency Response Service (PFR),  

4. Up and Down Regulating Reserve Service (RR), and 

5. Contingency Reserve Service (CR). 

6. Supplemental Reserve Service (SR)  (during transition period) 

 

ERCOT CONCEPT PAPER 

Future Ancillary Services in ERCOT 
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The relevance of inertia in power systems

Pieter Tielens n, Dirk Van Hertem

ELECTA, Department of Electrical Engineering (ESAT), University of Leuven (KU Leuven), Leuven, Belgium and EnergyVille, Genk, Belgium

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/rser

Renewable and Sustainable Energy Reviews

Renewable and Sustainable Energy Reviews 55 (2016) 999–1009

MIGRATE project: 

Massive InteGRATion of power Electronic devices

Frequency Stability Evaluation 
Criteria for the Synchronous Zone 
of Continental Europe  

– Requirements and impacting factors –  

RG-CE System Protection & Dynamics Sub Group  

However, as these sources are fully controllable, a regulation can be 
added to the inverter to provide “synthetic inertia”. This can also be 
seen as a short term frequency support. On the other hand, these 
sources might be quite restricted with respect to the available 
capacity and possible activation time. The inverters have a very low 
overload capability compared to synchronous machines. 

Impact of Low Rotational Inertia on
Power System Stability and Operation

Andreas Ulbig, Theodor S. Borsche, Göran Andersson

ETH Zurich, Power Systems Laboratory
Physikstrasse 3, 8092 Zurich, Switzerland

ulbig | borsche | andersson @ eeh.ee.ethz.ch
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Critically re-visit modeling/analysis/control

Foundations and Challenges of Low-Inertia Systems
(Invited Paper)

Federico Milano
University College Dublin, Ireland

email: federico.milano@ucd.ie

Florian Dörfler and Gabriela Hug
ETH Zürich, Switzerland
emails: dorfler@ethz.ch,

ghug@ethz.ch

David J. Hill∗ and Gregor Verbič
University of Sydney, Australia
∗ also University of Hong Kong

emails: dhill@eee.hku.hk,
gregor.verbic@sydney.edu.au

• New models are needed which balance the need to
include key features without burdening the model
(whether for analytical or computational work) with
uneven and excessive detail;

• New stability theory which properly reflects the new
devices and time-scales associated with CIG, new
loads and use of storage;

• Further computational work to achieve sensitivity
guidelines including data-based approaches;

• New control methodologies, e.g. new controller to
mitigate the high rate of change of frequency in low
inertia systems;

• A power converter is a fully actuated, modular, and
very fast control system, which are nearly antipodal
characteristics to those of a synchronous machine.
Thus, one should critically reflect the control of a
converter as a virtual synchronous machine; and

• The lack of inertia in a power system does not need to
(and cannot) be fixed by simply “adding inertia back”
in the systems.

The later sections contain many suggestions for further
work, which can be summarized as follows:

a key unresolved challenge: control of power converters in low-inertia grids
→ industry & power community willing to explore green-field approach (see
MIGRATE) with advanced control methods & theoretical certificates
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Exciting research domain bridging communities

power
electronics

power
systems

control systems
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Our research agenda
device-level (power electronics)

• decentralized nonlinear power
converter control strategies

• experimental implementation,
validation, & comparison
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system-level (low-inertia grid)
• low-inertia power system models,

stability, & performance metrics
• optimal allocation of virtual inertia

& fast-frequency response services
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trying to bridge the gap from device-level to system level
& from fundamental control theory to practical experiments
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Focus of today’s tutorial
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modeling, control specifications, & game changers
• focus: fast time scales & old vs. new
• power system control specifications & limitations

decentralized control of power converters
• grid-forming vs. grid-following: architectures & trade-offs
• grid-forming controls: VSM, droop, matching, & VOC

effect of local controls in large-scale systems
• ancillary service perspective & optimal allocation
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All references & many more details in . . .
Foundations and Challenges of Low-Inertia Systems

(Invited Paper)

Federico Milano
University College Dublin, Ireland

email: federico.milano@ucd.ie

Florian Dörfler and Gabriela Hug
ETH Zürich, Switzerland
emails: dorfler@ethz.ch,

ghug@ethz.ch

David J. Hill∗ and Gregor Verbič
University of Sydney, Australia
∗ also University of Hong Kong

emails: dhill@eee.hku.hk,
gregor.verbic@sydney.edu.au

Distributed Control and Optimization for Autonomous Power Grids

Florian Dörfler Saverio Bolognani John W. Simpson-Porco Sergio Grammatico

Abstract— The electric power system is currently undergo-
ing a period of unprecedented changes. Environmental and
sustainability concerns lead to replacement of a significant
share of conventional fossil fuel-based power plants with re-
newable energy sources. As a result of this energy transition,
centralized bulk generation based on fossil fuel and inter-
faced with synchronous machines is substituted by distributed

participation in general provide huge challenges as well
as unprecedented opportunities to integrate an end-to-end
automated and sustainable socio-technical system.

Parallel to these technological advances, the control, opti-
mization, communication, computer science, and signal pro-
cessing communities have developed novel methodological
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modeling,
control specifications,

& game changers



Modeling: signal space in 3-phase AC

three-phase AC[
xa(t)
xb(t)
xc(t)

]
=

[
xa(t+ T )
xb(t+ T )
xc(t+ T )

]
periodic with 0 average

1
T

∫ T
0
xi(t)dt = 0

2. PRELIMINARIES IN CONTROL THEORY AND POWER SYSTEMS
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Figure 2.1: Symmetric and asymmetric AC three-phase signals. The lines correspond to

xa ’—’, xb ’- -’, xc ’· · · ’.

30

balanced (nearly true)

= A(t)

[
sin(δ(t))

sin(δ(t)− 2π
3
)

sin(δ(t) + 2π
3
)

]
so that

xa(t) + xb(t) + xc(t)=0
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synchronous (desired)

=A

[
sin(δ0 + ω0t)

sin(δ0 + ω0t− 2π
3
)

sin(δ0 + ω0t+
2π
3
)

]
const. freq & amp

⇒ const. in rot. frame
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30

assumption : balanced⇒ 2d-coordinates x(t) = [xα(t)xβ(t)] or x(t) = A(t)eiδ(t)

from currents/voltages to powers : active p = v>i and reactive q = vT [ 0 −1
1 0 ] i
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Modeling: synchronous generator
M

ω
τm

vg

ir Lθ is

dθ

dt
= ω

M
dω

dt
= −Dω + τm + Lmir

[− sin θ
cos θ

]>
is

Ls
dis

dt
= −Rsis + vg − Lmir

[− sin θ
cos θ

]
ω

1. primary energy supply τm from
turbine converting thermal to
mechanical energy (neglected)

2. mechanical (θ, ω) swing dynamics of
rotor (flywheel) with inertia M

3. electro-mechanical energy
conversion through rotating magnetic
field with inductance matrix

Lθ =

 Ls 0 Lm cos θ
0 Ls Lm sin θ

Lm cos θ Lm sin θ Lr


(neglected ir rotor current dynamics)

4. is stator flux dynamics (sometimes
including additional damper windings)

5. connection to grid with voltage vg
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Modeling: voltage source converter
1. primary energy supply idc from

upstream DC boost converter or
storage (neglected)

2. vdc DC charge dynamics with
capacitance Cdc

3. power electronics modulation

ix = −m>if and vx = mvdc ,

with averaged & normalized duty
cycle ratios m ∈ [− 1

2
, 1
2
]× [− 1

2
, 1
2
]

4. if AC filter dynamics
(sometimes also LC or LCL filter)

5. connection to grid with voltage vg

vg
vdc

idc

Cdc

ix

vx

if
Lf

mαβ

Cdc
dvdc
dt

= −Gdcvdc + idc +m>if

Lf
dif

dt
= −Rf if + vg −m vdc
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Comparison: conversion mechanisms
M

ω
τm

vg

ir Lθ is

dθ

dt
= ω

M
dω

dt
= −Dω + τm + Lmir

[− sin θ
cos θ

]>
is

Ls
dis

dt
= −Rsis + vg − Lmir

[− sin θ
cos θ

]
ω

vg
vdc

idc

Cdc

if
Lf

m

Cdc
dvdc
dt

= −Gdcvdc + idc +m>if

Lf
dif

dt
= −Rf if + vg −m vdc

controllable 

energy 

supply

energy 

storage

controllable 

energy 

conversion

AC power

system

τm (slow)
vs.

idc (fast)

M (large)
vs.

Cdc (small)

Lθ (physical)
vs.

m (control)

resilient
vs.

fragile
(over-currents)

physical & robust
vs.

controlled & agile
signal/energy
transformer
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Deceiving similarities & control limitations

50 Hz

51 49

inertia

power

supply power 

demand

control

power balances (neglecting small
storage elements & losses):

d
dt

1
2
ω>Mω︸ ︷︷ ︸

internal energy

= ω>τm︸ ︷︷ ︸
supply

− i>s vg︸ ︷︷ ︸
demand

+ 0︸︷︷︸
conversion

d
dt

︷ ︸︸ ︷
1
2
v>dcCdcvdc =

︷ ︸︸ ︷
i>dcvdc−

︷ ︸︸ ︷
i>s vg +

︷︸︸︷
0

Antipodal control characteristics
• large M vs. negligible Cdc energy

storage for disturbance rejection
• slow τm vs. fast idc actuation of the

energy supply (though idc constrained)
• limited vs. full actuation of the energy

conversion via Lθ & modulation m

• state constraints: tolerance
to large vs. no over-currents

robust vs. agile
resilient vs. fragile
slow vs. fast actuation
physical vs. control system

15/60



Preview: pitfalls of naive inertia emulation
(naive) baseline solution :
inverter + storage + control
→ emulate virtual inertia

. . . can & has been done but
recall antipodal characteristics
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Virtual synchronous generators: A survey and new perspectives

Hassan Bevrani a,b,⇑, Toshifumi Ise b, Yushi Miura b

aDept. of Electrical and Computer Eng., University of Kurdistan, PO Box 416, Sanandaj, Iran
bDept. of Electrical, Electronic and Information Eng., Osaka University, Osaka, Japan
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controllable 

energy 

supply

energy 

storage

controllable 

energy 

conversion

AC power

system

slow vs. fast large vs. small physics vs. control resilient vs. fragile

telecom analogy (E. Mallada)

• works (under business-
as-usual operation)
• there are better solutions

(espec. for contingencies) Controller

=

=

}
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Modeling: the network
interconnecting lines via Π-models & ODEs

6

9 3

12

I conventional assumption: quasi-steady state algebraic modeli1...
in


︸ ︷︷ ︸

nodal injections

=


...

. . .
... . .

. ...
−yk1 · · · ∑n

j=1 ykj · · · −ykn
... . .

. ...
. . .

...


︸ ︷︷ ︸

Laplacian matrix with ykj =1 / complex impedance

v1...
vn


︸ ︷︷ ︸

nodal potentials

I salient feature: local measurement
reveals synchronizing coupling

ik︸︷︷︸
local variable

=
∑

j
ykj (vk − vj)︸ ︷︷ ︸
global sync

I but quasi-steady-state assumption is flawed in low-inertia systems
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Control specifications
control of 
interfaced 

converter 
generation

15 min

secondary control

primary control

5 s 30 s 
   inertial response

75 min

tertiary control

• nominal synchronous operation:
– constant DC states: ω̇ = v̇dc = 0

– synchronous AC states at ωref:
θ̇ = ωref, d

dt
is =

[
0 ωref
−ωref 0

]
is, . . .

– set-points: ‖vg‖ = vref,
P , i>s vg = Pref,
Q , i>s [ 0 −1

1 0 ]vg = Qref

• transient disturbance rejection & stabilization:
passively via physics (inertia) & actively via control

• perturbed synchronous operation at ω 6= ωref & power:
deviations with specified sensitivities ∂P/∂ω (similar for v)

→ decentralized droop/primary control P − Pref ∝ ω − ωref

ωref

Pref,1 Pref,2

ω0

• secondary control: regulation of ω → ωref (similar for v)

• tertiary control: (re)scheduling of set-points

 covered in
other tutorials
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Controllers in action
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Source: W. Sattinger, Swissgrid

Primary Control

Secondary Control

Tertiary Control

Oscillation/Control

M
echanical Inertia
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thought experiment:
extrapolation to

low-inertia systems



Insight: loss of inertia & frequency stability

We loose our giant electromechanical low-pass filter:

M d

dt
ω(t) = Pgeneration(t)− Pdemand(t)

change of kinetic energy = instantaneous power balance

τm

θ, ω
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Berlin post-fault curves: before and after

islanded Berlin grid

loss of 146 MW

loss of 2500 MW

Berlin re-connected to Europe

loss of 1200 MW

Source: Energie-Museum Berlin
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This may be true up to first order . . . but
• the physics of a low-inertia system are not any longer dominated by

mechanical swing dynamics of synchronous machines

• not just loosing inertia but also tight control of frequency & voltage

• distributed generation will lead to different contingencies

• no more separation of (P, ω) and (Q, ‖v‖) dynamics / control

• many new phenomena : line dynamics, subsychronous oscillations, . . .

→ certainly more brittle behavior (faster time scales)

→ for really low inertia levels anything can happen

f

nominal frequency
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In the long run: free yourself from thinking
about power system stability / control as

in the conventional text book picture

nominal frequency

ROCOF (max rate of change of frequency)

frequency nadir

restoration time

secondary control

inertial 

response
primary control

inter-area 

oscillations

f
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decentralized control
of power converters



Grid-forming & following converter control
grid-following grid-forming

converter-type
(loose but very

common definition)

current-controlled &
frequency-following

voltage-controlled &
frequency-forming!"#$%&''$#()

Qref

Pref
i

c
o
n
tro

l vref

ωref
v

c
o
n
tro

l

measurement (ω, ‖v‖) (P,Q)

set-point (P,Q) (ω, ‖v‖)

dynamic reachability needs a stiff grid
to track frequency

can operate in islanded
mode & black-start grid

. . . feedforward-controlled (constant) power and voltage sources are
forming & following→ for many reasons feedback control is preferable
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Remark: definitions are debated
• put 20 experts in a room . . .→ no universal definition & many hybrid concepts
• many services can be provided both in grid-forming / -following mode
• previous definitions are compromise found in MIGRATE project, but we also

came up with frequency-domain characterizations “sensitivity to grid frequency”

Characterization of the Grid-forming function of a
power source based on its external frequency

smoothing capability
Debry Marie-Sophie, Denis Guillaume, Prevost Thibault

Réseau de Transport d’Electricité (Research and Development Department)
La Défense

marie-sophie.debry / guillaume.denis / thibault.prevost @rte-france.com

H∞-Control of Grid-Connected Converters: Design,
Objectives and Decentralized Stability Certificates

Linbin Huang, Huanhai Xin, and Florian Dörfler

). —–
—– PLL-based controller by choosingfollowing

forming
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Limitations of grid-following control

PLL
vθ̂, ω̂ stiff AC voltage

P

≈ P

• is good for transferring power to a strong grid (main underlying assumption)

• is not good for providing a voltage reference, stabilization, or black start

• prevalent today, but tomorrow’s grid needs (many) grid-forming sources
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A stiff grid with grid-following sources . . .
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If everyone follows...
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Overview of grid-forming control strategies

vdc

idc

Cdc

if
Lf

m

M
ω

τm

ir Lθ is

virtual synchronous machine

ωref

Pref,1 Pref,2

ω0

droop control

R CLg(v)v
+

-

PWM

dc,k

virtual oscillator control (VOC)

vdc

idc

Cdc

if
Lf

m

M
ω

τm

ir Lθ is

≡

η

vdc ∼ ω matching control 28/60



Naive baseline: virtual inertia emulation
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Virtual synchronous generators: A survey and new perspectives

Hassan Bevrani a,b,⇑, Toshifumi Ise b, Yushi Miura b

aDept. of Electrical and Computer Eng., University of Kurdistan, PO Box 416, Sanandaj, Iran
bDept. of Electrical, Electronic and Information Eng., Osaka University, Osaka, Japan
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I PD control on ω(t) : M d
dt
ω(t) + D (ω(t)− ω0) = Pgeneration(t)− Pdemand(t)

I there are smarter implementations at the cost of algorithmic complexity
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Standard approach to converter control

DC/AC power inverter

measurement 
processing
(e.g., via PLL)

reference 
synthesis
(e.g., droop or
virtual inertia)

cascaded
voltage/current
tracking control

converter
modulation

DC voltage
control

DC voltage AC current &  voltagePWM

(P, Q, kV k,!)

ac
tu

at
io

n 
of

 D
C

 s
ou

rc
e/

bo
os

t

1. acquiring & processing
of AC measurements

2. synthesis of references
(voltage/current/power)
“how would a synchronous
generator respond now ?”

3. cascaded PI controllers to
track references

4. actuation via modulation

5. hidden assumption:
DC-side supply can
instantaneously provide
unlimited power
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Virtual synchronous machine emulation

vdc

idc

Cdc

if
Lf

m

M
ω

τm

ir Lθ is

S. D’Arco et al. / Electric Power Systems Research 122 (2015) 180–197 183

Fig. 1. Overview of investigated system configuration and control structure for the Virtual Synchronous Machine.

The VSM-based power control with virtual inertia provides frequency and phase angle references ωVSM and �VSM to the internal control
loops for operating the VSC, while a reactive power controller provides the voltage amplitude reference v̂r∗

. Thus, the VSM inertia emulation
and the reactive power controller appear as outer loops providing the references for the cascaded voltage and current controllers. A PLL
detects the actual grid frequency, but this frequency is only used for implementing the damping term in the swing equation. Thus, the
operation of the inner loop controllers does not rely on the PLL as in conventional VSC control systems, but only on the power-balance-based
synchronization mechanism of the VSM inertia.

3.2. Modelling conventions

In Fig. 1, upper case symbols represent physical values of the electrical circuit. The control system implementation and the modelling
of the system are based on per unit quantities, denoted by lower case letters where the base values are defined from the apparent power
rating and the rated peak value of the phase voltage [30].

The modelling, analysis and control of the electrical system is implemented in Synchronous Reference Frames (SRFs). The transformation
from the stationary reference frame into the SRFs are based on the amplitude-invariant Park transformation, with the d-axis aligned with
a voltage vector and the q-axis leading the d-axis by 90◦ [30]. Thus, the magnitude of current and voltage vectors at rated conditions is
1.0 pu.

Whenever possible, SRF equations are presented in complex space vector notation as:

x = xd + j · xq (1)

Thus, active and reactive powers can be expressed on complex or scalar form as:

p = Re(v ·�
i) = vd · id + vq · iq

q = Im(v ·�
i) = −vd · iq + vq · id

(2)

The current directions indicated in Fig. 1 result in positive values for active and reactive powers flowing from the converter into the
grid.

3.3. System modelling

In the following sub-sections, the implementation of each functional block of the VSM-based control and the mathematical models of
all system elements from Fig. 1 are presented as a basis for developing a non-linear model of the system. This system model will also be
used to establish a linearized small-signal state-space representation.

3.3.1. VSM inertia emulation and active power droop control
The emulation of a rotating inertia and the power-balance based synchronization mechanisms of this virtual inertia is the main difference

between the investigated VSM control structure and conventional control systems for VSCs. The VSM implementation investigated in this
case is based on a conventional swing equation representing the inertia and damping of a traditional SM [10,14]. The swing equation used
for the implementation is linearized with respect to the speed so that the acceleration of the inertia is determined by the power balance
according to:

dωVSM

dt
= pr∗

Ta
− p

Ta
− pd

Ta
(3)

In this equation, pr* is the virtual mechanical input power, p is the measured electrical power flowing from the VSM into the grid, and
pd is the damping power, while the mechanical time constant is defined as Ta (corresponding to 2H in a traditional SM). The per unit
mechanical speed ωVSM of the virtual inertia is then given by the integral of the power balance while the corresponding phase angle �VSM is
given by the integral of the speed. A block diagram showing the implementation of the VSM swing equation is shown on the right in Fig. 2.

D’Arco et al., Electric Power Systems Research, 2015

• reference : detailed model of
synchronous generator + controls

• implementation : low-pass filters for
dissipation, virtual impedances for
saturation, limiters,. . . tricks

→ most commonly accepted solution
in industry (backward compatibility)

→ over-parametrized & ignores DC
source dynamics and limits

→ poor fit for converter:
– converter: fast actuation & no

significant energy storage
– machine: slow actuation &

significant energy storage

→ performs poorly post-fault

→ stability analysis is hopeless
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Droop as simplest reference model
I frequency control by mimicking P − ω

droop property of synchronous machine:

D (ω − ωref) = P − Pref

I voltage control via Q− ‖v‖ droop:
d
dt
‖v‖ = −c1(‖v‖ − vref)− c2(Q−Qref)

ωref

Pref,1 Pref,2

ω0

→ reference are generator controls

→ direct control of (P, ω) and (Q, ‖v)
assuming they are independent
(approx. true only near steady state)

→ ignores DC source dynamics

→ requires tricks in implementation
similar to virtual synchronous machine

filtering

logic for sync

droop

tracking controllers

tricks
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Droop control is de facto baseline solution
• after (lots of) deliberate tuning, it works well locally near steady state

• admits both grid-forming & grid-following implementations

• simplified droop models are amenable to theoretic analysis & certificates

(simplified) frequency droop = coupled oscillators
d

dt
θi︸︷︷︸

d
dt

terminal voltage

= τi︸︷︷︸
active power set-point

−
∑

j
aij sin(θi − θj)︸ ︷︷ ︸

active power flows from grid

τ1

τ3τ2

a12

a13

a23

⇒ part of many grid codes & ancillary service markets

ø poor post-fault performance due to delays, wind-up, decoupling, SISO, . . .

ø no stability certificates for detailed, nonlinear, & interconnected systems

ø unclear if droop control is the long-term solution (?) for low-inertia systems
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matching control



Power sources & signal transformers

control control control control

Power
source DC/AC Network AC/DC Power

source

complete system model

control control control control

∞ DC/AC Static &
lossless AC/DC ∞

abstraction & objectives of previous controllers
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Power sources & signal transformers cont’d

control control control control

Power
source DC/AC Network DC/AC Power

source

map imbalance map imbalance

power source
I governs system-level behavior
I response time, power, . . .

DC/AC converter
I acts as signal transformer
I negligible controlled dynamics

Key insights
• DC side & power source cannot be neglected
• focus on main energy storage elements & energy source
• synchronous machine maps power imbalance to turbine & governor
• converter maps imbalance power to . . . ?
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Seeking more natural control strategies
M

ω
τm

vg

ir Lθ is

dθ

dt
= ω

M
dω

dt
= −Dω + τm + Lmir

[− sin θ
cos θ

]>
is

Ls
dis

dt
= −Rsis + vg − Lmir

[− sin θ
cos θ

]
ω

vg
vdc

idc

Cdc

if
Lf

m

dδ

dt
= η · vdc

Cdc
dvdc
dt

=−Gdcvdc + idc +mampl
[− sin δ

cos δ

]>
if

Lf
dif

dt
= −Rf if + vg −mampl

[− sin δ
cos δ

]
vdc

1. modulation in polar coordinates:

m = mampl
[− sin δ

cos δ

]
& δ̇ = mfreq

2. matching: mfreq = ηvdc with η = ωref
vdc,ref

→ duality: Cdc ∼M is equivalent inertia

structural similarities (duality):
• states: θ = δ, ω = ηvdc, is = if

• control: uampl = Lmir, idc/η = τm

→ equivalent inertia: M ≡ Cdc/η
2 &

energy imbalance signal ω ≡ vdc
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Properties of matching control
• simple & robust implementation : vdc −→

η

s

δ−→ mampl
[− sin δ

cos δ

]
−→m

• exploits structural similarities & DC/AC energy imbalance
– clarifies impact of DC side dynamics & limitations
– similar results for higher-order machine models
– saturating DC current→ saturating AC current

(no need for virtual impedance etc.)

• can also be derived from principled nonlinear control
– virtual angle + matching = internal model + passive interconnection (IDA-PBC)

• energy shaping via idc & umag to achieve further control objectives
– damping/droop assignment (stability)
– tracking set-points (PQ or PV)
– add virtual capacitance (inertia)

• closed-loop certificates : incremental stability & passivity ≈ energy decreasing

• closed loop is only structurally equivalent to synchronous machine
→ time constants need to be tuned differently (later: H2-optimal tuning)
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Rapid prototyping experimental validation
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virtual oscillator control (VOC)



Cartoon summary of VOC approach
Conceptually, inverters are oscillators that have to synchronize

Hypothetically, they could sync by communication (not feasible)

theory: sync of coupled
oscillators & nonlinear
decentralized control

power systems/electronics
experiments @NREL
outstanding performance
(superior to droop control)
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Cartoon summary of VOC approach
Colorful idea: inverters sync through physics & clever local control

theory: sync of coupled
oscillators & nonlinear
decentralized control

power systems/electronics
experiments @NREL
outstanding performance
(superior to droop control)
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Original Virtual Oscillator Control (VOC)

nonlinear & open limit cycle
oscillator as reference model
for terminal voltage (1-phase):

v̈ + ω2
0 v + g(v) = io

+

-

g(v) v

io

−

+

v v

)v(g

• simplified model amenable to theoretic analysis

→ almost global synchronization & local droop

• in practice proven to be robust mechanism
with performance superior to droop & others

→ problem : cannot be controlled(?) to meet
specifications on amplitude & power injections

[J. Aracil & F. Gordillo, ’02], [Torres, Hespanha, Moehlis, ’11],

[Johnson, Dhople, Krein, ’13], [Dhople, Johnson, Dörfler, ’14]
−4 −2 0 2 4
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0
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improvement of original ad hoc
virtual oscillator control (VOC)



Model & control objectives (assumptions easy to generalize)

io,k

vk network

(measurable)

(controllable)

Simplified multi-converter system model
I converter = terminal voltage vk ∈ R2

I line dynamics = steady-state Π-model with
line admittance ‖Yjk‖ = 1/

√
r2kj + ω2

0`
2
kj

I homogeneous lines with κ =
`jk
rjk

constant

Desired steady-state behavior
I nominal synchronous frequency

d
dt
vk = [ 0 −ω

ω 0 ] vk

I voltage amplitude (uniform for this talk)

‖vk‖ = v?

I active & reactive power injection
v>k io,k = p?k , v>k [ 0 −1

1 0 ] io,k = q?k

⇔ relative angles: vk =
[
cos(θ?jk) − sin(θ?jk)

sin(θ?jk) cos(θ?jk)

]
vk

θ⋆
jk

vk

vjv⋆
k

ω

ω
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Colorful idea: closed-loop target dynamics

θ⋆
jk

vk

vjv⋆
k

ω

ω

d

dt
vk =

[
0 −ω
ω 0

]
vk︸ ︷︷ ︸

rotation at ω

+ c1 ·
(
‖vk‖?2 − ‖vk‖2

)
vk︸ ︷︷ ︸

amplitude regulation to v?k

+ c2 ·
n∑
j=1

wjk

(
vj −

[
cos(θ?jk) − sin(θ?jk)

sin(θ?jk) cos(θ?jk)

]
vk

)
︸ ︷︷ ︸

synchronization to desired relative angles θ?jk
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Decentralized implementation of dynamics
∑

j
wjk(vj−R(θ?jk)vk)︸ ︷︷ ︸

need to know wjk, vj , vk and θ?jk

=
∑

j
wjk(vj − vk)︸ ︷︷ ︸

“Laplacian” feedback

+
∑

j
wjk(I−R(θ?jk))vk︸ ︷︷ ︸

local feedback: Kk(θ
?)vk

insight I: non-local measurements from communication via physics

io,k︸︷︷︸
local feedback

=
∑

j
yjk(vj − vk)︸ ︷︷ ︸

distributed feedback with wjk = ykj = ‖ykj‖R(κ)−1

insight II: angle set-points & line-parameters from power flow equations

p?k = v?2
∑
j

rjk(1−cos(θ?jk))−ω0`jk sin(θ?jk)

r2
jk

+ω2
0`

2
jk

q?k = −v?2∑j

ω0`jk(1−cos(θ?jk))+rjk sin(θ?jk)

r2
jk

+ω2
0`

2
jk

⇒Kk(θ?)︸ ︷︷ ︸
global parameters

=
1

v?2
R(κ)

[
q?k p?k
−p?k q?k

]
︸ ︷︷ ︸

local parameters
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Properties of virtual oscillator control
1. desired target dynamics can be realized via fully decentralized control

d

dt
vk = [ 0 −ω

ω 0 ] vk︸ ︷︷ ︸
rotation at ω0

+ c1 ·R (κ)

(
1
v?2

[
q?k p?k
−p?k q?k

]
vk − io,k

)
︸ ︷︷ ︸

synchronization through physics

+ c2 · (v?2 − ‖vk‖2) vk︸ ︷︷ ︸
local amplitude regulation

2. connection to droop control revealed in polar coordinates (for inductive grid)

d

dt
θk = ω0 + c1

(
p?k
v?2
− pk
‖vk‖2

)
≈

‖vk‖≈1
ω0 + c1 (p?k − pk) (p− ω droop)

d

dt
‖vk‖ ≈

‖vk‖≈1
c1 (q?k − qk) + c2 (v? − ‖vk‖) (q − ‖v‖ droop)

3. almost global asymptotic stability if

• power transfer “small enough” compared to network connectivity
• amplitude control slower than synchronization control

44/60





Experimental results

black start of inverter #1 under 500 W load
(making use of almost global stability)

250 W to 750 W load transient with two
inverters active

connecting inverter #2 while inverter #1 is
regulating the grid under 500 W load

change of setpoint: p? of inverter #2
updated from 250 W to 500 W 46/60



relative comparison



Comparison of control strategies @AIT

9

Fig. 14: DC current demand of the converter at node 2 (top)
and its DC voltage (bottom) after a 0.75 pu load disturbance.

Fig. 15: DC current demand of the converter at node 2 (top)
and its DC voltage (bottom) after a 0.9 pu load disturbance.

Fig. 16: Frequency of the converter (using matching control)
at node 2 and SM after a 0.9 pu load disturbance (top) and
the DC current demand and saturated DC current (bottom).

Fig. 17: DC current demand (top) and DC voltage (bottom)
after a 0.9 pu load disturbance in an all-GFC system.

✓GFC � ✓SM = ✓max is constant.
This synchronization is achieved through the DC voltage

imbalance, i.e., as long as the DC voltage deviates from
its nominal value matching control adjusts its voltage angle
(see (19)). In particular, the brief initial frequency transient
(after the DC current reaches its limit) shown in Figure 16
balances the power flowing in and out of the DC capacitor
and results in an angle difference to the SM of ✓max. Overall,
this results in stability of DC link voltage (i.e., by (19)
vdc = !GFC/k✓ = !SM/k✓). The matching controlled converter
switches its behavior as soon as i⌧ exceeds the limit at
approximately t = 0.5s in Figure 16. At around t = 3.5s,
the machine output power is sufficiently close to its steady-
state value, i?dc and i⌧ return to below the limit imax, and
the matching controlled converter recovers its DC voltage and
frequency regulation capability and grid-forming dynamics.
This behavior of matching control has been observed also for
larger disturbance magnitudes. The nature of matching control
- which accounts for the DC side dynamics while regulating
the AC dynamics - results in increased robustness with respect
to large disturbances. In contrast, droop control, dVOC, and
the VSM implicitly assume that the DC and AC side are two
independent systems and that can be regulated independently.
This assumption is only justified under benign conditions and
does not hold for large disturbances. As a consequence droop
control, dVOC, and the VSM all exceed the limitations of the
DC source for large disturbances and become unstable.

We observe the same instability of droop control, VSM, and
dVOC when the test system contains one GFC and two SMs,
i.e., the instability cannot be prevented by adding more inertia
to the system. Figure 17 shows the DC current demand i⌧
(i.e., before saturation) and DC voltage in an all-GFC system
for a load increase of �p = 0.9 pu. The GFCs quickly
synchronize to the post-event steady state, which does not
exceed the maximum DC current, saturate the DC source for
only approximately 200ms, and remain stable. In contrast, in
the system with two GFCs and one SM, the SM does not reach
its increased post-event steady-state power injection for several
seconds. During this time the response of droop control, VSM,
and dVOC results in a power injection that exceeds the limits
of the DC source and collapses the DC voltage. This highlights
that the interaction of the fast GFC dynamics and slow SM
dynamics contributes to the instability shown in Figure 15.

E. Loss of Synchronous Machine Scenario

In this section, we study the response of grid-forming
converters when disconnecting the synchronous machine at
node 1, that is, the system turns into an all-GFCs network.
The implications of such a contingency are threefold. First,
the power injected by the machine, which partially supplies
the base load, is no longer available. Second, the stabilizing
dynamics associated with the machine’s governor, AVR, and
PSS are removed from the system. Third, the slow dynamics
of the SM no longer interact with the fast dynamics of the
GFCs. For this test, we set the base load to 2.1 pu, and
the turbine and converter power set-points are set to 0.6 and
0.75 pu respectively. Note that when the SM at node 1 is

1

Interactions of Grid-Forming Power Converters and
Synchronous Machines – A Comparative Study

Ali Tayyebi, Dominic Groß, Adolfo Anta, Friederich Kupzog and Florian Dörfler

Abstract—An inevitable consequence of the global power sys-
tem transition towards nearly 100% renewable-based generation
is the loss of conventional bulk generation by synchronous
machines, their inertia, and accompanying frequency and volt-
age control mechanisms. This gradual transformation of the
power system to a low-inertia system leads to critical challenges
in maintaining system stability. Novel control techniques for
converters, so-called grid-forming strategies, are expected to
address these challenges and replicate functionalities that so
far have been provided by synchronous machines. This article
reviews existing grid-forming converter control techniques and
presents a low-inertia high-fidelity case study that includes grid-
forming converters as well as synchronous machines. We provide
a performance comparison that accounts for the interactions
between synchronous machines and converters and analyzes the
response of various grid-forming control approaches to contin-
gencies, i.e., large changes in load and the loss of a synchronous
machine. Our case study highlights the positive impact of the
grid-forming converters on frequency stability and analyze the
potential limitations of each control technique when interacting
with synchronous machines. Our studies also demonstrate how
and when the interaction between the fast grid-forming converter,
the DC source current limitations, and the slow synchronous
machine dynamics contributes to system instability.

I. INTRODUCTION

At the heart of the energy transition is the change in gen-
eration technology; from fossil fuel based thermal generation
to converter interfaced renewable generation [1]. One of the
major consequences of this transition towards a nearly 100%
renewable system is the gradual loss of synchronous machines
(SMs), their inertia, and control mechanisms. This loss of the
rotational inertia changes the nature of the power system to
a low-inertia network resulting in critical stability challenges
[1]–[3]. On the other hand, low-inertia power systems are
characterized by large-scale integration of generation inter-
faced by power converters [4], allowing frequency and voltage
regulation at much faster time-scales compared to SMs [1], [5].

Indeed, power converters are already starting to provide
new ancillary services, modifying their active and reactive
power output based on local measurements of frequency and
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voltage. However, because of the dependency on frequency
measurements these grid-following control techniques only
replicate the instantaneous inertial response of SMs after a
contingency with a delay and result in degraded performance
on the time scales of interest [6]. To resolve this issue, grid-
forming converters (GFCs) are envisioned to be the corner-
stone of future power systems. Based on the properties and
functions of SMs, it is expected that grid-forming convert-
ers must support load-sharing/drooping, black-start, inertial
response, and hierarchical frequency/voltage regulation. While
these services might not be necessary in a future converter-
based grid, a long transition phase is expected, where SMs and
GFCs must be able to interact and ensure system stability.

Several grid-forming control strategies have been proposed
in recent years [5]. Droop control mimics the speed droop
mechanism present in SMs and is a widely accepted baseline
solution [7]–[9]. As a natural further step, the emulation of
SM dynamics and control led to so-called virtual synchronous
machine (VSM) strategies [10]–[13]. Recently, matching con-
trol strategies that exploit structural similarities of converters
and synchronous machine and match their dynamic behavior
have been proposed [14]–[18]. In contrast, virtual oscillator
control (VOC) uses GFCs to mimic the synchronizing be-
havior of Liénard-type oscillators and can globally synchro-
nize a converter-based power system [19], [20]. However,
the nominal power injection of VOC cannot be specified.
This limitation is overcome by dispatchable virtual oscillator
control (dVOC) [21]–[23] that ensures synchronization to a
pre-specified operating point that satisfies the AC power flow
equations. Lastly, communication based strategies underpinned
by IoT/ICT utilization have been proposed [24]. In this
manuscript, we restrict our focus to decentralized techniques
(i.e., only requiring infrequent communication for dispatch)
that are resilient to communication failures and compatible
with today’s power system operation.

In this article we provide an extended review on decentral-
ized grid-forming control techniques and introduce suitable
high-fidelity converter and SM models for studying their
interactions in an electromagnetic transients (EMT) simulation
of the IEEE 9-bus test system. We introduce a model aggre-
gation technique for large-scale converter systems consisting
of multiple converter modules and explicitly consider the
dynamics of the converter DC-link capacitor, the response
time of the DC power source, and its current limits. Moreover,
we combine four different grid-forming control strategies with
standard cascaded inner control loops for the AC current and
AC voltage [25]. We compare various performance aspects
of GFC control techniques, namely: 1) their impact on the

• all perform well nominally &
under minor disturbances

• relative resilience :
matching > VOC > droop >
virtual synchronous machine

→ it is a very poor strategy for a
converter to emulate a flywheel

• promising hybrid control
directions: VOC + matching

7

Fig. 11: Normalized distribution of the RoCoF |!̇i|/|�pi| of the synchronous machine frequency at node 1 for load disturbances
�pi ranging from 0.2 p.u. to 0.9 p.u. at node 7. For each load disturbance, |!̇i|/|�pi| is normalized by the maximum value
corresponding to the all-SMs configuration.

Fig. 12: Normalized distribution of the nadir ||�!i||1/|�pi| of the synchronous machine frequency at node 1 for load
disturbances �pi ranging from 0.2 p.u. to 0.9 p.u. at node 7. For each load disturbance, ||�!i||1/|�pi| is normalized by the
maximum value corresponding to the all-SMs configuration.

Fig. 13: Frequency of the system with two VSMs after a 0.75
pu load increase. The converters quickly synchronize with each
other and then slowly synchronize with the machine.

tangent to the post-event frequency trajectory) defined by

||�!||1 := max
t�t0

|!? � !(t)|, (26a)

|!̇| :=
|!(t0 + T ) � !(t0)|

T
, (26b)

where t0 > 0 is the time when the disturbance is applied to the
system, and T > 0 is the RoCoF calculation window [1], [29].
See Figure 10 for visual representation of the metrics described
by (26). In this work, we use T = 250ms, which is in line
with values suggested for protection schemes (see [28, Table
1]). Dividing the metrics (26) by the size of the magnitude of
the disturbance results in a measure of the system disturbance
amplification.

B. Test Network Configuration and Tuning Criteria

In order to study the performance of the control approaches
introduced in Section III, we apply the same strategy (with
identical tuning) for both converters (i.e., at nodes 2 and 3 in
Figure 3), resulting in four different SM-GFC paired models.
As a benchmark, we also consider an all-SMs system with
three identical SMs (i.e., at nodes 1-3). Selecting fair tuning
criteria for the different control strategies is a challenging

task. For this study, we tune the control parameters such
that all generation units exhibit identical proportional load
sharing behavior. Appendix B presents our tuning criteria and
derivation of some control parameters. Moreover, we comment
on the choice of control gains associated with the reference
model voltage dynamics, inner control loops and DC voltage
control.

C. Impact of Grid-Forming Control on Frequency Metrics

In this section we test the system behavior for different load
disturbances �pi. The network base load pl is constant and
uniformly distributed between nodes 5, 7 and 9 while �pi is
only applied at node 7. For each disturbance input we calculate
||�!i||1 and |!̇i| for the SM at node 1 and normalize these
quantities by dividing by |�pi|. Figures 11 and 12 illustrate
the distribution of system disturbance input/output gains asso-
ciated with introduced frequency performance metrics. Note
that the network base load pl is 2 pu and the elements of the
load disturbance sequence �pi 2 [0.2, 0.9], i = 1, . . . , 100
are uniformly increasing by 0.007 pu starting from p1 = 0.2
pu. Figures 11 and 12 suggest that, regardless of the choice
of control strategy, the presence of grid-forming converters
improves the metrics compared to the all-SM system. This
possibly observation can be explained by the fast response
of converters compared to the slow turbine dynamics, i.e., ⌧g

in (9) is larger than ⌧dc in (2). Because of this, the converters
reach frequency synchronization at a faster time-scale and then
synchronize with the SM (see Figure 13). Overall, for any
given disturbance input, the converters are able to react faster
than the SM and the remaining power imbalance affecting the
SM is smaller than in the all-SM system. This result highlights
that the fast response of GFCs should be exploited instead of
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to the tuning of control gains and choice of RoCoF computation window. However, due to the comparably slow

response of conventional generation technology the performance improvements for the system with grid-forming

converters over the all-SM system persists for a wide range of parameters. Moreover, using comparable tuning (see

Section IV-B) the differences between the different grid-forming techniques observed in this section are expected

to remain the same.

D. Instability Behavior – Large Load Disturbance

In this subsection we analyze the response of the grid-forming converters to large disturbances when the dc
source is working close to its maximum rated values. In this case study, the dc-side current limitation of GFCs has

a major impact on the overall system behavior. We stress that the current of the dc energy source is limited (see

(3), Figure 1 and [24]).

Fig. 10: Normalized distribution of the RoCoF |!̇i|/|�pi| of the synchronous machine frequency at node 1 for load

disturbances �pi ranging from 0.2 p.u. to 0.9 p.u. at node 7. For each load disturbance, |!̇i|/|�pi| is normalized

by the maximum value corresponding to the all-SMs configuration.

Fig. 11: Normalized distribution of the nadir ||�!i||1/|�pi| of the synchronous machine frequency at node 1 for

load disturbances �pi ranging from 0.2 p.u. to 0.9 p.u. at node 7. For each load disturbance, ||�!i||1/|�pi| is

normalized by the maximum value corresponding to the all-SMs configuration.

Fig. 12: Frequency of the system with two VSMs after a 0.75 pu load increase. The converters quickly synchronize

with each other and then slowly synchronize with the machine.
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system-level optimization



Performance metrics for power systems

nominal frequency

ROCOF (max rate of change of frequency)

frequency nadir

restoration time

secondary control

inertial 

response
primary control

inter-area 

oscillations

f

System norm quantifying signal amplifications

disturbances:
impulse (fault), step
(loss of unit), white
noise (renewables)

systemη y

performance
outputs: integral,
peak, ROCOF,
restoration time, . . .

Trade-offs: inout/output combination & worst-case vs. average performance
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Integral-quadratic performance metric
recall: the post-fault response in a low-inertia system may look very different

∫ ∞
0

x(t)TQx(t) dt

f

nominal frequency

H2 system norm interpretation: systemη y

1. performance output: y = Q1/2x

2. impulsive η (faults) −→ output energy
∫∞
0

y(t)T y(t) dt

3. white noise η (renewables) −→ output variance lim
t→∞

E
(
y(t)T y(t)

)
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System model & virtual inertia realization

nonlinear DAE dynamics
ẋs = fs(xs, zs)

O = gs(xs, zs, i)

xs : system & control states
zs : network signals
i : current injections/faults

virtual inertia & damping
= fast frequency response

implemented by means of
• converters & storage
• 2nd-order droop control

follow the grid: lock to ω

vk

ik

To grid

grid-following

form the grid: generate ω

v VI,k

ik

vkTo grid

grid-forming
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Comparison: virtual inertia implementations
grid-following

ω → PVI

Comparison of the two implementations

˙̂
✓k=!̂k ,

˙̂!k=�d̂k !̂k � Lk(✓̂k � \vk)

P?
VI,k =Kfoll,k [!̂k

˙̂!k ]>

Non-linear system

Kfoll PLLCPS

ik

P?
VI

[!̂k
˙̂!k ]>

vk

12 / 22

grid-forming
PVI → ω

Comparison of the two implementations

˙̂✓k=!̂k ,

˙̂!k=�d̂k !̂k � Lk(✓̂k � \vk)

P?
VI,k =Kfoll,k [!̂k

˙̂!k ]>

Non-linear system

Filter

vk

VI

ik

vVI,k

PVI,k

12 / 22droop via phased-locked loop

˙̂
θk = ω̂k

τk ˙̂ωk = −ω̂k −Kpvq,k −Ki∫vq,kdτ

grid-forming 2nd-order droop

θ̇VI,k = ωVI,k

ω̇VI,k = −d̃k m̃−1
k ωVI,k − m̃−1

k P

P ?VI,k=Kfoll,k [ω̂k ˙̂ωk]> ω̇VI,k = Kform,k [ωVI,k P ]>

Note: control coefficients interpretable as “virtual inertia & damping” or “P & D”
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Closed-loop system & linearization
here: grid-following implementation; analogous for grid-forming implementation

disturbances:
impulse (fault), step
(loss of unit), white
noise (renewables)

systemη y

performance
outputs: integral,
peak, ROCOF,
restoration time, . . .

Power
System

Kfoll

PLLCPS

Distη

i

+

yfollufoll


ωG
ω̇G
PG
PVI


︸ ︷︷ ︸
yp

∆ẋcl=(A+BKC)∆xcl +Bg(Π
1/2)η, ∆yp = Cp∆xcl

linearized closed loop for optimal control design
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Optimal control formulation

minimize
P,K

‖G‖2H2
= trace(Bg

>P Bg) performance metric

subject to K(m, d) ∈ S constraint set
P (A+BKC) + (A+BKC)>P + C>p Cp = O Lyapunov equation

Key Insights:
1. non-convex problem in P , K
2. conservative convex upper/lower bounds can be obtained
3. assume knowledge of disturbance profile Π or go for min-max
4. gradient-based approach: scalable, can handle constraints, suboptimal
5. complexity of gradient computation O(n3) via controllability Gramian

L(A+BKC)> + (A+BKC)L+BgB
>
g = O
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Case-study: South-East Australian Grid

grid topology
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Closed-loop simulations
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Non-linear model
• 54 buses, 14 gens, & 15 converters
• control: governors, AVRs, & PSSs
• replace generators with controllable

power sources + virtual inertia
• numerically linearize model,

choose performance inputs/outputs
& gradient-based optimization routine

• non-linear closed-loop simulations:
200 MW disturbance at node 508

Observations
→ system-level optimization makes

a difference (even at same inertia)
→ forming vs. following: signal causality

has major impacts (e.g., peak power)
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Optimal allocation of virtual inertia/damping
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(b) Grid-Following

Observations
• both control modes allocate virtual

inertia in (blackout & battery) area 5
• grid-following : more reliance on

damping (due to PLL-delay in ω̇)
• grid-forming : results in a more

uniform (thus robust) allocations
→ total inertia/damping not crucial
→ spatial allocation matters a lot
→ implications for pricing & markets
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Conclusions
• low-inertia stability & converter control are major bottlenecks for sustainability
• power system community & industry are open to green-field approaches

→ low-inertia systems — opportunity for collaboration: control & power
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Abstract— The electric power system is currently undergo-
ing a period of unprecedented changes. Environmental and
sustainability concerns lead to replacement of a significant
share of conventional fossil fuel-based power plants with re-
newable energy sources. As a result of this energy transition,
centralized bulk generation based on fossil fuel and inter-
faced with synchronous machines is substituted by distributed

participation in general provide huge challenges as well
as unprecedented opportunities to integrate an end-to-end
automated and sustainable socio-technical system.

Parallel to these technological advances, the control, opti-
mization, communication, computer science, and signal pro-
cessing communities have developed novel methodological
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