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Introduction

We are interested in rigorous methods for optimization in the
space of probability measures for. . .

decision making in uncertain environments
via distributionally robust optimization:

min
w∈Rn

sup
µ∈P2(Rd )

Eµ[V (w , x)] :=

∫
Rd

V (w , x) dµ(x)

s.t.W2(µ, µ̂) ≤ ε
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Methods

Wasserstein distance – How to compute distances?

W2(µ, ν) :=

(
min

γ∈Γ(µ,ν)

∫
Rd×Rd

‖x − y‖2 dγ(x , y)

)1/2

Wasserstein geodesics – How to “move around”?

µt =
(
(1− t) · Id + t · T µ1

µ0

)
#
µ0 t ∈ [0, 1]

Wasserstein gradients – How to perturb?

∇µJ(x) Wasserstein gradient of J : P(Rd)→ R
⇔

J(ν)− J(µ) =

∫
Rd

∇µJ(x)>(T ν
µ (x)− x) dµ(x)

+ higher order terms

Preliminary Result: Multipliers

Consider the optimization problem of finding a probability measure
µ∗ minimizing a functional J subject to an equality constraint:

min
µ∈P2(Rd )

J(µ)

s.t. G (µ) = 0

Assume that J and G are differentiable at µ∗. Then, there exists
λ ∈ R so that

∇µJ(µ∗) = λ · ∇µG (µ∗) µ∗ − a.e.

⇔
Wasserstein gradients are “aligned”

Application

DRO with nonlinear risk measure

Let ρ > 0 and w ∈ Rd . Consider the optimization problem

max
µ∈P2(Rd )

Eµ
[
w>x

]
+ ρ · Varµ

[
w>x

]
s.t. W2(µ, µ̂) ≤ ε.

Assume µ̂ and µ∗ are absolutely continuous with respect to the
Lebesgue measure. Then, the optimal µ∗ results from the solution
of a real fourth-order polynomial.

Conclusions

Methodology
We can rigorously reason with probability measures, and study
optimality conditions.

Applications
We get new methods to study and efficiently solve DRO problems.
We can deploy similar tools to control of probability measures; e.g.,
how to steer a stochastic system from an initial distribution to a
prescribed terminal distribution in minimal cost?
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