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Minimum Energy Mobile Wireless Networks

Volkan Rodoplu,Student Member, IEEEANnd Teresa H. Mendsellow, IEEE

Abstract—We describe a distributed position-based network such as in cellular phone systems, minimum energy network
protocol optimized for minimum energy consumption in mobile  design can allow longer battery life and mitigate interference.
wireless networks that support peer-to-peer communications. In this paper, we present a position-based algorithm to set

Given any number of randomly deployed nodes over an area, d intai . twork betw
we illustrate that a simple local optimization scheme executed at YP and maintain a minimum: energy network between users

each node guarantees strong connectivity of the entire network that are randomly deployed over an area and are allowed to
and attains the global minimum energy solution for stationary move with random velocities. We denote these mobile users by
networks. Due to its localized nature, this protocol proves to be “ngdes” over the two-dimensional plane. Our network protocol

self-reconfiguring and stays close to the minimum energy solution reconfigures the links dynamically as nodes move around, and

when applied to mobile networks. Simulation results are used to . . .
verify tt?g performance of the protocol. its operation does not depend on the number of nodes in the

Index Terms—Distributed algorith t system.
ndex Terms—Distributed algorithms, energy management, : . .
graph theory, mobile communication, network fault tolerance, Each mobile node is assumed to have a portable set with

networks, packet radio, portable radio communication, power transmission, reception, and processing capabilities. In addi-
measurement, protocols, radio repeaters. tion, each has a low-power global positioning system (GPS)
receiver on board, which provides position information within
at least 5 m of accuracy [12]. The recent low-power imple-
mentation of a GPS receiver [17] makes its presence a viable

HIS paper describes a distributed network protocol opption in minimum energy network design.

mized for achieving the minimum energy for randomly There have been only a few works in this area so far,
deployed ad hoc networks. The network protocol not oniyost notably the work by Scott and Bambos. In their recent
maintains a globally connected network in spite of possibjgaper [16], they proposed a routing and channel assignment
module failure, but also defines the major power managemegheme for low power transmission in personal communication
strategy based on low-power RF transceiver design. Minimuggstems (PCS). Our work differs in the following respects.
energy consumption in portable communication devices hasl) We do not assume a fixed and connected network
been one of the major design goals, if not the most important topology. Instead, we introduce a local optimization

one, in recent IC designs [9], [10]. In wireless communica- procedure that finds the minimum energy links and
tion systems, the need for low power becomes even more dynamically updates them

pronounced when designing RF transceivers for small-sizedz) We show that our protocol is self-reconfiguring in mobile
portable user sets [3], [20]. scenarios.

For wireless network designers, on the other hand, the L
emphasis has traditionally been on increasing system capagit he GeoCe_tst scheme_proposed by_Na\_/as and Imielinski [11]
_geographic addressing and routing is also based on the

(e.g., the number of users a base station can support), maxi ilability of GPS ition inf tion. Th th .

ing point-to-point throughput in packet-switching networksfflyala ity 0 position Information. There are three major

and minimizing network delay [7], [19] differences between their work and ours: 1) GeoCast assumes
Our thesis is that significant ’reduc'tions in energy coin existing wired infrastructure while our scheme assumes no

sumption can be achieved if wireless networks are designlé'afjerlymg infrastructure or protocols; 2) GeoCast assumes

specifically for minimum energy. In order to maximize thé|xed routers with stationary distribution areas (polygons)

total battery life of a wireless network, we must minimize thé/hllecourdprotocol, |3§tead, IS de5|gneqdfor mobile nodes; 3)k
energy consumption of the entire network, eoCast does not address energy considerations—in our work,

Applications where minimum energy networking can effe@NErgy consumption is th_e key m(_etnc. i
significant benefits include the digital battlefield, where sol- 1 N€ rest of the paper is organized as follows. Section Il
diers are deployed over an unfamiliar terrain, and multisenéaﬁcusses the network layer requirements that the network pro-

networks, where sensors communicate with each other wigpol must satisfy. Section Ill gives preliminaries on outdoor

no base station nearby. Even in the presence of base stati6fidio Propagation and describes the intuition that underlies
this work. In Section IV, we develop a theory of minimum

energy for stationary networks and prove this notion in a

Manuscript received June 10, 1998; revised January 10, 1999. This W5}90r0us mathematical setting. In_SeCtlon_ V, we present our
was supported in part by DARPA. distributed network protocol. Section VI gives an example of
The authors are with the Department of Electrical Engineering, Stag- point-to-point connection formed by applying this theory.
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nodes in a distributed network. In Section VIII, we apply thismeasurements [1], [2], [13], [14]. This model has the following

distributed protocol to mobile networks and show that it isomponents.

self-reconfiguring. Section IX demonstrates the low energy 1) Path loss: the received signal power averaged over large-

performance of the protocol for mobile networks. scale variations has been found to have a distance
dependence which is well modeled hyd™, whered
denotes the distance between the transmitter and receiver

Il. NETWORK LAYER REQUIREMENTS antennas, and the exponentis determined from field
measurements for the particular system at hand [14].

2) Large-scale variations: these are modeled by the log-

normal shadowing model. In this model, the received

signal power averaged over small-scale variations is

statistically described by a lognormal distribution with

In peer-to-peer communications, each node is both an in-
formation source and an information sink. This means that
each node wishes to both send messages to and receive
messages from any other node. An important requirement of
such communlcat!ons 1S strong“ connectivity of the"n.etwork. the distance-dependent mean obtained from the path loss
A network graph is said to be “strongly connected” if there

. ; calculation [14].
exists a path from any node to any other node in the graph o .
o 3) Small-scale variations: these are modeled by a Rayleigh
[8]. A peer-to-peer communications protocol must guarantee

g distribution. In the Rayleigh model, the received signal
strong connectivity. ; . d .
. . o is a wide-sense stationary stochastic process whose
For mobile networks, since the position of each node

changes over time, the protocol must be able to dynamically amplitude at each point in time is a Rayleigh random

o . L o variable [5], [13], [14].
update its links in order to maintain strong connectivity. Tvpicall irel icati . is desianed
A network protocol that achieves this is said to be “self- . ypically, a wireless communication receiver 1s designe
ﬁ;th diversity reception to combat small-scale variations.

reconfiguring.” A major focus of this paper is the design of . ) : :
a self-reconfiguring network protocol that consumes the le |tverS|ty reception means that the receiver can col_lect streams
amount of energy possible of the same data that have traveled through independent
In order to simplify the discussion of our protocol, we tak@aths' Awidely used d|ver5|t¥ teqhnlque is the Rake receiver
in spread-spectrum communication systems, which collects

one of the nodes to be the information sink for all nodes ' . : )
the network. We call this node the “master-site.” The mastép_umpath components at intervals of the chip period [13], [14].

site can be thought of as the headquarters located at th@‘ technique called maximum ratio combining (MRC) is

edge of the digital battlefield, the supervisory station in Esed to optimally combine these independent streams. In a

multisensor network, or the base station in a cellular pho lé” Rake receiver, all multipaih components are collected and

system. All of these scenarios are special cases of peer—to—pceot{P ) . L
n well-designed multiuser communication systems, small-

communications networks. o . . .
Pg:ale variations are therefore handled by diversity techniques

Each node knows its own instantaneous position via G » bi t the ohvsical | h | ; ¢
but not the position of any other node in the network, arfgf'd@ combiners at iné pnysical fayer. The only parameter o
psequence to designing power-efficient network topologies

its aim is to send its messages to the master-site whenef® ) . .
necessary. at the upper layers is the power of the received signal after

A protocol that solves the minimum energy problem WitIMR.C’. which is determined only b_y path loss and large-scale
v@riations but not small-scale variations.

a single master-site simultaneously solves the general peer- ically. i i tem desi tolerabl "
peer communications problem because each node can indepe;wp'c_a_l Y, In MUTUSer system designs, a tolerable outage
bability is specified for large-scale variations [14]. For

dently be taken as a master-site, and the optimal topologies R ! ) .
y ! pY po’og %3tance, in a cellular phone system, it may be required that the

be superimposed. We take advantage of this simplification a ) . . :
concentrate on the problem with a single master-site withorﬁtce'ved signal power _after MR(.: stay above acer.t{:un detection
loss of generality. t reshpld 99% qf the time (o'r with outage .probat.)|I|ty 0.01). If
there is only a single transmitter to transmit the signal (e.g., no
base station diversity), this transmitter can adjust its transmit
power to satisfy the outage probability specification.
IIl. THE POWER CONSUMPTION MODEL We show in Appendix A that a minimum-power network

Modeling the radio channel has always been one of the mastsign that addresses the increase in transmit power to handle
difficult parts of the design of terrestrial wireless communicdarge-scale variations is fundamentally the same as a design
tion systems. Typically, the channel variations are characténat considers only the path loss. In order not to obscure
ized statistically and are grouped into two broad categoridhe mathematics with outage probabilities, we have chosen
large-scale and small-scale variations. Large-scale propatmaplace this part in Appendix A.
tion models are used to predict the mean signal power forln the path-loss model, the path loss may normally depend
any transmitter-receiver separation. Small-scale signal mah the heights of the transmit antennas as well as the trans-
els characterize the rapid fluctuations of the received sigmaitter—receiver separation [14]. In this paper, we assume that
strength over very short travel distances [14]. the mobile devices have similar antenna heights so that this

We will consider the most common channel model usedariation in the third dimension can be ignored. For example,
for RF systems. In practice, many channels have been foundan ad hoc network made up entirely of users carrying
to fit this model well with appropriate parameters from fielthand-held devices, this assumption is justified.

bined optimally.
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A B C Based on the observation concerning relays, we will first
o o o tackle the problem of finding the minimum power topology in
-—— a network where the nodes are stationary. Our main goal is to
AB sC arrive at an algorithm that requires only local computation for
Fig. 1. Three colinear nodes A, B, C. updates and requires as little global information as possible. A

protocol requiring only local information is extremely advanta-

Therefore, we will concentrate only on path loss that @eous for networks with mobile nodes since delays associated
distance-dependent in our network configuration a|gor|thrW|th disseminating global information would be intolerable.
Our algorithm does not depend on the particular value of tfgom the perspective of power consumption, a distributed pro-
path loss exponent (n > 2 for outdoor propagation modelstocol running almost exclusively on local information requires
[14]) and thus offers the flexibility to be applied in variougransmission only over small distances. This in turn conserves
propagation environments. the total power required for transmitting that information. A

Our main observation is this: since the transmit powdhird advantage of the use of only local information is that
falls as1/d*, n > 2, as given by the path loss model]t reduces the interference levels dramatically, since a user’s
relaying information between nodes may result in lower powéPmmunication with only nodes in its immediate surroundings
transmission than communicating over large distances. ~ causes little interference to nodes further away.

As a simple illustration, consider three nodes A, B, and C on
a line, as in Fig. 1. Assume that all three nodes use identical IV. MINIMUM POWER NETWORKS
transmitters and receivers. Node A wants to send a messag
to C. Lett denote the predetection threshold (in mW) at ea(iﬂ
receiver. In other words, the minimum power that a transmittFor
must radiate in order to allow detection at distamcmeters
away istd"™, wheren is the exponent in the path loss model

f this section, we develop a general mathematical theory
at will eventually lead to the design of a minimum power
pology on a stationary network. First, we investigate the
implications of our power consumption model. We show

Assuming that node A knows the positions of B and C, Itpat power-efficient transmission can be achieved by each

has two options: it can transmit the signal directly to C, whicﬂOde when it considers only its immediate locality, which is

. : " ; called its enclosure. One of the key results is that if every
entails a power consumption of}} . at node A, or it can relay L T, . o
. N ode maintains communication links with the nodes in its
the message through node B and have it retransmit it with the

minimum power needed for B to reach C. In this second Caseenclosure, the resulting network is strongly connected. Then,

the total transmit power consumptionfigl s, -+ tdz. In the we introduce definitions that will help us describe a protocol

; o . . { the next section which is based entirely on the key results
case of three colinear nodes, it is easily seen that relaying (ﬁ

. Shis section. The proofs of all the lemmas and theorems of
message through the middle node always comes at a Io%ar

. . " : is section are given in Appendix B.
total transmit power consumption than transmitting directly. . . ST . .
) In order to investigate the implications of local information
When the three nodes are allowed to lie on a two-

dimensional plane, which is denoted B, the option that on power-efficient transmission, we consider three nodes in

) R2, denoted byi, », andj. Node+ is a node that wishes to
costs less total power becomes a function of where the recejve ~ . = . ) ) s
. " . . . transmit information to nodg. Accordingly, node: is called
node is positioned. In the next section, we find the positions : " X u ; ” )
. . . the “transmit node” and nodg the “receive node.” Nodé
for the receive node, where relaying will always consume less__ . . e
- . considers the third nodeto be used as a relay for transmission
total power than transmitting directly. ;
There is another source of power consumption that must be o . ] S .
. : . . ransmit information fromi to 5 with minimum total power
considered in addition to path loss. In the previous example A . o )
inturred by, j, and r. By varying the position ofj, we

when node A relays through B, node B has to devote p"’llrrl'R/estigate under which conditions it consumes less power to

of its receiver to receive and store node A’'s message. Thi ay throughr. Below, the position ofj is denoted by(z, ¥).

- ; . r
additional power will be referred to as the receiver power & Definition 1—Relay RegionThe relay regiorfz;._.. of the
the relay node and will be denoted by Each relay induces . o : .

taransmlt-relay node paifi, r) is defined to be

an additional receiver power to be consumed at the relay

node. For the previous example, the total power consumption, R, = {(% NP (o) < Pisan, y)}

including transmit and receiver power consumption in the

transmission, is thusd} + tdi + ¢ when node B is used where P;_,,_,, ,, denotes the power required to transmit

as a relay. information from node: to (x, y) through the relay node
A third component in power consumption is the power, whereasr; .., ,) denotes the power required to transmit

required to process the signal. In this case, the relayed sigimibrmation from¢ to (z, y) directly.

is simply buffered. Additional power will also be consumed Fig. 2 illustrates a typical relay region in a propagation

when running the algorithm that we propose. In the design efivironment withl/d* transmit power rolloff.

modern processors, however, the power consumption requiteinma 1—Asymptotic Behavior of Relay Regiobst

for such processing and computation can be made negligi#é:, ) be the boundary of?;_.... Let the relay node: be

compared to transmit and receiver powers [6], [18]. Theréscated at the origin and the transmit nodde located on

fore, our power consumption model will ignore this thirdhe +x axis. Let ¢, yg) represent a point o3 (¢, »). For

component. propagation laws withl/d"™, n > 2 transmit power rolloff,

om ¢ to j. Noder is called the “relay node.” Our aim is to
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Fig. 3. Enclosure of node.

Fig. 2. Relay region of the transmit-relay node pairr).

) Fig. 3. The figure is drawn from the perspective of node
asyp — +oo, x5 — dir/2 Whered;, denotes the distance; \yhich has found three other nodgs;, ko, k3} in its
between: andr. Forn = 2, B(i, ) is given byzp = —K,  gyrroundings. Node can compute the relay region with each
where K" is a positive constant. . of the three nodes it has found. The three relay regions

We now introduce an ease of notation. Ket, y;) denote computed this way are illustrated in Fig. 3. This in turn
the posmon' of noqq on §R2: For a particular t'ransm|t ”Odespecifies a region around beyond which it is not power
1 that we .WI|| specify, we W|II_ denote the_feh’v}tlo(ff'?j’ Y;) € efficient for i to search for more neighbors. This follows
Rix by j € R(k). We use this new notation in the followingirectly from the definition of relay regions. This bounded
lemmas. _ _ region around: is the region of enclosure or simply the

Lemma 2—Distance Properties of Relay Nodest ¢ be gnciosure ofi. The formal definition below includes the
the transmit nodey the relay node, and the receive node. genjoyment regionDy to limit the enclosure to within the

If j € R(r), then: deployment region since the deployment region is the only
2.1) dj < dij; region of interest.
2.2) dij > diy. Some new nodes thatfinds may lie in the relay regions

Lemma 3—Properties of Relay Regiorlset the transmit of previously found nodes. Then, it is not power-efficient to
node be denoted by Relay regions ot have the following transmit directly to these new nodes, and thusan simply

properties. eliminate them from consideration. Thuskeeps only those
1) k ¢ R(k) for any k # . nodes that are in its enclosure. The nodes that lie in the
2) If k € R(j), thenj ¢ R(k). enclosure ofi will be called the neighbors of, and these
3) If k € R(j) andl € R(k), thenj ¢ R(l). will be the only nodes to whichwill maintain communication

links for power-efficient transmission. The following definition

We now consider a finite s&tof randomly deployed station- X ; )
formalizes these concepts in a more general setting.

ary nodes ovef®?. In the development below, denotes any o ,
node that wishes to transmit information. In a real application, P€finition 3—Enclosure and Neighboithe enclosure of a
the nodes will be distributed over some finite area. We couftRNSMit node is defined as the nonempty solutiento the
designate a rectangular area that includes all the nodes asSffeOf the equations

deployment region. However, specifying the exact shape of the £ = ﬂ RS, ﬂ Dy

deployment region would unnecessarily restrict us. In order

kEN(i
to keep the theory applicable in general, it suffices to define o
the deployment region as any bounded region that inclucR’d
the nodes in it. This definition includes the special case of a N@G) ={n € R|(zn, yn) € €11 £ i}
rectangular area on which the nodes can be considered being
deployed. Above, A¢ denotes the complement of any séf and Dy

Definition 2—Deployment RegiormAny bounded set if?? denotes the deployment region for the node RetEach
that has the positions of the nodesNras a subset is said toelement of N (i) is said to be a “neighbor” of and N(¢)
be a deployment region for the node $et is called the “neighbor set” of.
The reason for explicitly introducing a deployment region Notice that the enclosure aof is bounded sinceDy is
in the discussion is that in practice, there is a finite ardmunded. We will show in the next section that the pair
beyond which no nodes should be looking for neighbors witla;, N(¢)) exists and is unique, by presenting an algorithm
which to communicate. The boundaries of deployment regiotisat computes this unique solution.
can also be taken as known and impenetrable obstacles t®efinition 4—Enclosed NodeA node ¢ is said to be en-
communication. Then, the nodes near the edges can use thised if it has communication links to each of its neighbors
fact not to search unnecessarily beyond the boundary of @wed to no other node.
deployment region. The main goal of the next section will be to compute a
We next introduce two important definitions: enclosure argparse and strongly connected graph of communication links
neighbor. The main idea behind enclosure is illustrated between all the nodes. This graph will be computed from only
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local information, and the existing links will be only between We first introduce a conceptual tool that makes the de-
nodes that are close enough to be neighbors (as the ternsddption of the search algorithm easier. When searching for
used in Definition 3). This sparse graph of communicatiameighbors, a node must keep track of whether a node found
links between neighbor nodes is called the enclosure graplis in the relay region of previously found nodes in the search.

Definition 5—Enclosure GraphThe enclosure graph of aThe relay graph defined below is in effect a data structure
set of nodesN is the graph whose vertex setisand whose which stores this information.

edge set is Definition 7—Relay Graph of a Nodd:et A denote the set
of all nodes that transmit nodénas found thus far in its search.
U U limk Let j andk be two nodes iMd. Wheneverk € R(j), we form
iCR k EN(Q)

a directed edge from to k£ and denote it by:;_... The relay

wherel;_,;, is the directed communications link froirto k.  graph of a transmit nodgis defined to be the directed graph
As mentioned in Section II, an important requirement foihose vertex set isl and whose edge set is

peer-to-peer communications on an ad hoc network is that the U U o

network be strongly connected. The following theorem shows gk

that the enclosure graph satisfies this requirement.
Theorem 1—Strong Connectivitfix the deployment re- The relay graph of is denoted byG(7).

gion Dy for a set of node®t. The enclosure graph df is It is important to note thate;,_; represents a relation

strongly connected. between; and £ based on their positions. It indicates that
Finally, we would like to find a graph that not only isk lies in the relay regionR,_ ;. It does not represent a

strongly connected, but also contains only the minimuneommunication link betweer and k.

power paths from each node to the master-site. This optimalLemma 4—No Cycles on the Relay Graphhe relay

spanning tree that has the master-site as its root will be caligeph of a transmit nodé has no cycles.

the minimum power topology. In Theorem 4, we will show We now describe a localized search algorithm executed by

that the minimum power topology is necessarily contained gach node, which find&/ (), namely the neighbor set of

the enclosure graph and can thus be found by dropping thene will give the intuition behind the search algorithm before

nonoptimal links of the enclosure graph. we state it precisely. Each node in the algorithm starts a search
Definition 6—Minimum Power TopologyA graph on the by sending out a beacon search signal that includes the position

stationary node set is said to be a minimum power topologyinformation for that node. Since every node runs exactly the

on R if: same algorithm, we will concentrate on a particular node and
1) every node has a directed path to the master-site; ~call it the transmit node. The transmit node also listens for
2) the graph consumes the least total power over all possignals from nearby nodes. When it receives and decodes these

JEA KER())

ble graphs orR for which 1) holds. signals, it finds out the positions of the nearby nodes and
calculates the relay regions for them. As we described in the
V. DISTRUBUTED NETWORK PROTOCOL discussion preceding the definitions of enclosure (Definition

3) and the relay graph (Definition 7), the transmit node must

n Fhis sectior.1,'we describe a distributed netvx_/ork protocg ep only those nodes that do not lie in the relay regions of
that finds the minimum power topology for a stationary set reviously found nodes. Therefore, each time new nodes are
nodes with a master-site. The main idea in this protocol is t Er '

de d d ider all th des in th nd, the transmit node must update its relay graph.
a node does not need to consider all the nodes in the Neworkpe \q4es that have been found thus far in the neighbor

to find the global minimum power path to the master-site. Bé’earch fall into two categories: if a node found (call it node

_using a very localized Sea'.“’h' it. can eIim!nate any nodesk falls in the relay region of some other found node (call it
its relay regions from consideration and pick only those fey then we mark: “dead.” We say thag “blocks” k. This is

Ilnkz_:? its immediate neighborhood to be the only potenti imply terminology we introduce to keep track of the state of
candidates. he nodes on the relay graph. If a node is not blocked by any

We divide the protocol into two parts: first, a local searc ther node found in the search, then we mark that node “alive.”

executeq by. eagh node to find the enclpsure graph, and sec% set of alive nodes when the search terminates constitutes
a cost distribution from the master-site to every node. Trfﬁe set of neighbors for transmit nodeln effect, when the

cost metric is the total power required for a node to reach ttg'éarch terminates, the transmit node is enclosed, and the nodes

master-site along a directed path. that enclose the transmit node are not in the relay region of any
node found. Therefore, this satisfies the definition of neighbor
A. Phase 1—Search for Enclosure (Definition 3).

In order for the protocol to find the enclosure graph, eachWe will need an auxiliary function calledlipAllStates-
node must find its enclosure and its neighbor set. SinB®wnChainin order to update the relay graph. This function
computing enclosure requires knowledge of the positions isfnecessary to handle the following situation: at some point in
nearby nodes, each node broadcasts its position to its seahghalgorithm, assume that a node denoted:hyas blocked
region. The search region is defined to be the region whemely by one node callegl. Then, in the next iteration, assume
a node’s transmitted signal (and hence its position) can thet a new node blocks; but notk. In this casek should be
correctly detected by any node in that region. revived since it is no longer blocked by any node. In fact, there
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F =0 void FlipAllStates DownChain(m){
A=10; if{(m € AliveNodes){
AliveNodes = 0; MarkDead(m);
DeadNodes = B, foreach(k € R(m)) FlipAliStatesDownChain(k);
while(TRUE){ }
S = SetSearchRegion(); elseif(m ¢ R(k) Vk € AliveNodes){
F=FUS; MarkAlive(m);
M ={nl{(zn,yn) €Sn¢ An#i}; foreach{k € R(m)) FlipAllStatesDownChain(k);
A=AUM,; }
foreach(m € M){ }
MarkDead(m);

Fig. 5. Auxiliary functionFlipAllStatesDownChain
foreach(n € A){

if(n € R(m)}DrawEdge(m — n);

elseif(m € R(n))DrawEdge(n — m); In Appendix C, we discuss some subtle features of the
} search algorithm. The next two theorems assert the correctness
} of the search algorithm and the uniqueness of the solution that
foreach(m € M){ this algorithm finds.
FlipAllStates DownChain(m); Theorem 2—Correctness of Search Algorithiithen  the
} search for enclosure algorithm terminates, it terminates with
n= () RLenDy (g:, N(¢)) as the solution to the two equations in Definition 3.
k€ AliveNodes Theorem 3—Uniqueness of Enclosure and Neighbor $kée
if(F O njbreak; solution (¢;, N (¢)) found by the search algorithm is unique.
}
N(i) = AliveNodes; B. Phase 2—Cost Distribution
€ =T

_ _ In Phase 1 of the algorithm, we took a geometric problem
Fig. 4. Search algorithm for Phase 1. described only by the positions of the nodes on a two-
dimensional plane and specified how to construct a sparse

may be a whole chain of nodes (i.e., a path on the relay gra&ﬁ?Ph (called the enclosure graph) of communication links
where one node blocks the next one down the chain. WheRgiween these nodes. Therefore, Phase 1 constitutes a link
new node found blocks the first alive node in this chain, t€tUP and configuration phase. The key point is that the

states of all the nodes down the chain need to be flipped. T9{@bally optimal links (for the minimum power consumption
function FlipAllStatesDownChairandles this situation. for communication to the master-site) are all contained in the

We now begin the formal description of the algorithménclosure graph. , _ , ,
Below, Dy denotes the fixed deployment regias, denotes Phase 2 of the algorithm finds the optimal links on the
all the nodes that has found thus far in its search/ denotes enclosgre graph. Therefore, after the'en.closure graph has been
the new nodes found in the current iteratigh,denotes the ound in Phase 1, we apply the distributed Bellman—Ford
current search region, ard denotes all the area that has beefil’0"test path algorithm [8] on the enclosure graph using
searched so far. power consumption as the cost metric. In Phase 2, each node

We associate a state variable with every nodd.ifhe state brogdcasts Its CO.St. to its neighbors. The (?OSt of a r_tod;e
of a node inA is allowed to be only one of three possibiIities:de‘cmed as the minimum power necessaryifdo establish a
alive, dead, or it may be yet “unmarked” by the algorithrﬁ.Jath to the master-site. . . L
. : Each node calculates the minimum cost it can attain given
The setsAliveNodesand DeadNodeglenote the set of alive . . . : :
. ; . the costs of its neighbors. Lete N(¢). Wheni receives the
nodes inA and the set of dead nodes ih respectively. The information Costn), it computes
function MarkAlive(m) marks the state of node alive. The ) P
function Mar_kDeadm) marks the state of node dead. Ci.n = COStn) + Prransmit(is 1) + Preceiver ()
The functionDrawEdgé&m — n) formse,,_., on the relay
graph ofi. The algorithm for computinde;, N(i)) appears where Py, anomic (4, n) is the power required to transmit froin
in Fig. 4. The auxiliary functiorFlipAllStatesDownChairap-  to n, and Preceiver(n) is the additional receiver power thas
pears in Fig. 5. connection ta: would induce at. Preceiver (1) IS €ither known
In this algorithm, the functiorSetSearchRegiosets the to 1, if for instance every user carries an identical receiver, or
search region in each iteration depending on the nodes tbah be transmitted tbas a separate piece of information along
have been found thus far and the remaining area to be searchgth Cos{n). Then,: computes
The termination of the algorithm depends on the choice of the
search regions. It is always possible to terminate the “while” Costi) = ng\lf(lz) Cin
loop by settingS = Dy. For mobile networks, the challenge
is to find the functionSetSearchRegiosuch that the energy and picks the link corresponding to the minimum cost neigh-
consumption until the algorithm terminates is minimized. bor. This computation is repeated, and the minimum cost
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Fig. 6. Relay region for 80 m internodal distance.

neighbor is updated each time. The convergence of the alWith the previous assumptions, the relay region is obtained
gorithm to a set of links after a finite number of iterations iby solving the following two equations simultaneously:
guaranteed, as discussed in [8]. The data transmission:ftom
the master-site can then start on the minimum cost neighbor
link, which is the global minimum power link, as the nextand
theorem shows.

Theorem 4—Minimum PowerThe distributed protocol de- dfj =d;, + di,» — 2d;, d,.; cos 6
scribed above finds the minimum power topologyn

df > di, +dy +c/t

and ¢ where is the angle between position vecteys,; and
VI. COMPUTATION OF THE RELAY REGION 7-—;. These equations are obtained by the same method as
in the proof of Lemma 1. Above¢ denotes the additional

In the following example, we illustrate the relay regionecejver power cost of 20 mW for relays anhthe predetection
of a single node, assuming the two-ray propagation mod@lashold of 167 mw.

for terrestrial communications, which implieslgd* transmit Fig. 6 displays the relay region in the case where the relay

power rolloff [14]. The close-in reference distance is taken Ade is at (0,0), and the transmit node is at (80,0). The relay
1 m. The carrier frequency is 1 GHz, and the transmissiqggion has been shaded. The units are meters
bandwidth 10 kHz. We assume omnidirectional antennas with ' '

0 dB gain,—160 dBm/Hz thermal noise, 10 dB noise figure in
the receiver, and a predetection signal-to-noise ratio (SNR) of
10 dB. Using the Friis free-space formula give$7.5 dBm We now simulate a stationary network with nodes deployed
as the minimum transmit power required for detection at dver a square region of 1 km on each side. They) coor-
m. We take this to be roughly70 dBm for our simulations. dinates of the nodes are generated as independent, identically
This can be treated as an effective predetection threshold todistributed (i.i.d.) uniform random variables over this region.
used with thel /d* rolloff formula to compute the minimum Since the nodes are stationary, once each node is enclosed
required transmit power for any distance. and obtains a valid cost, the network remains in the minimum
We assume the following model for receiver power at argower topology.
relay node: a fixed receiver power of 80 mW is consumed The transmit and receiver powers for providing point-to-
at each node, with 20 mW increase for each additional nogdeint connections are as described in Section VI. In this
from which transmission is received. This model can be eas#ymulation, we investigate how the total power consumption
modified according to actual receiver design [4], [15]. of the minimum power topology varies with the number of

VII. STATIONARY NETWORK SIMULATION
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Fig. 7. Average power expenditure per node.

nodes. Fig. 7 illustrates this relationship. As the number ofir protocol would compute its new enclosure and find the
nodes grows larger, the average power decreases towardriisimum power topology.

asymptote of 100 mW receiver power/node. The plot has been

normalized to the receiver power. IX. MOBILE NETWORK SIMULATION

In this section, we simulate a mobile set of nodes and
VIIl. DISTRIBUTED MOBILE NETWORKS measure the energy consumption. The initial positions of 100

The protocol developed so far has been for stationanpdes are generated as i.i.d. uniform random variables over
networks. However, due to the localized nature of its searghsquare field, 1 km on each side. The velocity in each
algorithm, it proves to be an effective energy-conservingpordinate direction is uniformly distributed on the interval
protocol for the mobile case as well. (—vmax;, Umax)- The velocity is the vector sum of the velocities

Synchronization in a mobile network can be achieved b each coordinate direction. We vawy,.x to observe how
use of the absolute time information provided by GPS up tbe energy consumption changes.

100 ns resolution [12]. In a synchronous network, each nodeThe choice of theSetSearchRegiofunction in the search
wakes up regularly to “listen” for change and goes back ®gorithm, which is optimized to perform the minimum energy
the sleep mode to conserve power. We call the time betweggighbor search, is a topic of our current research. Therefore,
successive wakeups the cycle period of the network. If tiie this simulation, we assume omnidirectional antennas and
cycle period is too long, the power costs to the master-site dage a heuristic strategy for the choice of the search radius.
change significantly from one wakeup to the next. In this casEje results indicate that even with a heuristic, the energy
the network cannot track the correct costs. If the cycle peris@nsumption is very low.

is too short, then the network consumes unnecessary energy toet T° be the cycle period of the network. Assume that node
compute costs that change only slowly. The choice of the cyclés enclosed in thenth iteration, and lek,, be the distance
period for energy-efficient operation of a wireless networ@f ¢ to its furthest neighbor in theth iteration. In the next
must address this tradeoff. In our simulation, we assume tli@ration, if i sets its search radius to

the cycle period has been chosen to meet these two constraints. . _

After wakeup, each node executes Phase 1 of the protocol, Pt = G+ 2V 20T
as described in Section V. When a node completes Phase 2hén its neighbors in theith iteration must fall within this
either starts data transmission on the optimal link, or it goeadius. Because the cycle period is small enough to allow
to the sleep mode to conserve power. positions to vary only slightly from one iteration to the next,

The protocol is self-reconfiguring since strong connectivity most cases the node will have its previous neighbors in
is ensured within each cycle period, and the minimum powis new enclosure as well. Nodes employing this strategy are
links are dynamically updated. It can be seen that this proto@iclosed within one iteration of the search algorithm presented
is also fault tolerant. A network protocol is “fault tolerant” ifin Section V.
it is self-reconfiguring when nodes leave or new nodes join From a system perspective, the measure of mobility is not
the network. Under such a scenario, each node employitng velocities, but rather the displacements of nodes in a cycle
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Fig. 8. Power consumption per node during search period.

period of the network. The maximum displacement of a nodmes to the sleep mode after the search, the search period
in a cycle period isv/2 v, from the previous analysis. is simply the “on” period of 1 ms/cycle, which is the time
Fig. 8 displays the search period power level per node aveequired for transceiver circuits to operate. Then, the average
aged over 10000 iterations and averaged over all the nodegwer that the protocol consumes over a cycle period is only
The horizontal axis on this graph is the maximum displaceme® mW/node.
in meters. Since the average distance between nodes is about

100 m in this particular simulation, we estimated that the

network cannot track correct costs for maximum displacements

greater than 8 m, and we graphed power consumption ovelVe have described a distributed protocol to find the mini-
only this range ’ mum power topology for a stationary ad hoc network. Because

Fig. 9 displays the search period power consumption @re topology is found via a local search in each node’s
d Pay P p P p%l{rrounding, we argued that this is applicable to a mobile ad

meter of maximum displacement. The graph indicates t work. We simulated th ; £ th tocol
the power consumption per node scales better than line ¢ network. e simulate € pertormance of the protoco
a mobile network and found that the average power

with maximum displacement for the range of displacement . L

for which the network can track the correct costs. consumption per node is significantly low.
The energy expenditure during the search depends on the

search duration. For the particular network in this simulation, APPENDIX A

a two-way propagation delay between a node and its neighborsy, this appendix, we show that if the lognormal shadowing
is estimated to be on the order ofys. The time that it takes yodel is included in addition to path loss, the shape of the
for the transceiver circuits to ramp up and transmit at fufbjay regions does not change. In fact, an effective detection
power is estimated to be on the order of 1 ms, which is mughreshold can be defined as a function of the tolerable outage
larger, and hence is the determining factor for the length pfobability and the variance of the lognormal distribution.
the search period. The energy expenditure per node duringen, this effective detection threshold can be used in the
a search can then be found by multiplying the search-perigfhce of the detection threshold in the rest of the analysis in
power consumption by this delay. this paper.

The energy consumption of a mobile network that uses thisLet o denote the target probability that the received power
protocol is very low. As an example, fef,.x = 10 m/s and level after MRC stays above the power threshold for detection
for a cycle period off” = 210 ms, the maximum displacement(denoted byP,;,.). Let d denote the distance between the
is about 3 m. Then, the power consumption during the seanthnsmit and receive antennas. Letdenote the standard
period of a node is about 127 mW from Fig. 8. If the noddeviation of the Gaussian random variable underlying the

X. CONCLUSION
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Fig. 9. Power consumption per node per meter of maximum displacement during a search.

lognormal distribution. Let)(.) denote tha? function. Then, power consumption at each of the three nodes. The left-hand

we would like to have side of this equation is comprised of the transmit power to
P — P + 10 logo(d) reach fromi to r, the transmit power to reach fromto the
Q< pu ) =« boundary, and the additional receiver power for the relay

_ - . ~ node. The righthand side contains only the transmit power
where P> and Py, are measured in dBW. Writing this equalityto reach from the transmit node to the boundary. Hence,
with the transmit power” on the left-hand side gives at the boundary

— oxarg Q(—a)/10 mn
P = (10 g Pthr)d td?r—i_td:,(acg,yg)+c:tdZ($R,yR)'
where P and P,;,, are measured in W. Clearly, by defining the . . . . .
effective predetection threshold to be the coefficient/ofin In addition to this relationship, by the law of cosines, we have
the second equation, we arrive at an expression for transmit 2 5
power identical in form to the one obtained using only path Di (0, ) — 2ir i, ) €08 0= ()

loss. . .
. L L where6 is the angle between the position vecters.; and
The conclusion of this discussion is that even when the ). Solving forzg asyp — +oo, we obtainz =

lognormal shadowing effects are considered, the asympto?ﬁ’c;_/’gB:l;%Be proof forn = 2 is similar
properties of the relay region stay the same. Compared to the Lemma 2—Distance Properties of Relay Nodes:
relay region obtained using only path loss, the boundary for p,of:
the relay region adjusted for lognormal shadowing is sh.ifted 1) We will use the coordinate system of Lemma 1. For the
outwards; hence, the enclosure for each node would be slightly * ..o \ithn > 2, the asymptote o, ... is the set of
larger, depending on the measuredor the environment and equidistant points fromi and . Sincej lies to the left
the target probabilityer. of the asymptoted;,. < d;;. For the case witm = 2, j

lies on the—z axis, and hencé;,. < dj;.
2) If j € R(r), then P_,,_; < P,_;. Writing this
In this Appendix, we give the proofs of the lemmas and  in terms of transmit and receiver power terms gives

APPENDIX B

theorems proved in the paper. c+tdl+td; < tdy. Then,d?, > d +dr; +c/t > df,
Lemma 1—Asymptotic Behavior of Relay Regions: where the last inequality follows from the nonnegativity
Proof: At the boundary B(i,r), we have of distance and power. Sinee> 2, this establishes the

Pir—ep,ys) = Pio(p,us)- LEt c denote the receiver result.
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Lemma 3—Properties of Relay Regions: before the algorithm terminates, € AliveNodes Then, there
Proof: can be no directed edges from any nodéliiveNodego n by
1) SinceP,_j_r = P, the inequality in the definition the condition of the seconfireachloop in theFlipAllStates-
of the relay region, withk taken as both the relay DownChainfunction. This implies thatz,, y,) ¢ Ri—x for
and receive node, is not satisfied. The result followany* € AliveNodesTo prove the result in the other direction,
immediately from this fact. let » be a node such thdt:,,, ¥,) € s;, n # i. The fact that
2) If k € R(j), thenP;_;_.; < Pi_. Expressing this in the “while” loop terminates implies that' O ¢;, where F' is
terms of the transmit and receiver power terms givége total search area in the final iteration of the “while” loop.
e+ td 4 tdly, < tdfy. Then,d? < dfy, — (d%, + c/t) Hence(z,, v,) € I, which impliesn € A whereA is the set
(¥ 7k ok LR % 1k gk ' . . . . .
By the nonnegativity of distance and power, this implie8f all nodes in the final iteration. Now, sin¢e,., v,) ¢ Ri—x
that d; < dfs, + (d%, + ¢/t). Then, Pimx—; > Piej, for any k£ € AI_|veNodesby assumption a}nd th_e algorithm
which shows;j ¢ R(k). marks a node ind as dead only if there is a directed edge
3) If k € R(j), thend? < d= — (d% +c/t), which implies 10 it from an alive node, this shows thatc AliveNodesin
vl (%) 1k Ik 4 . . .
dy; < di, + (dfs +c/t) by the nonnegativity of distance the last iteration. Therefore, € N(@).
and power. This implies that?. < d7, + (. + ¢/t) by We will use the following lemma in the proof of Theorem 3.
: J i J

Lemma 2.2 and the fact thate R(k). This shows that ~Lemma 5—Pairing of Enclosure and Neighbor Skt
Pii.; > P._;. In other words,j ¢ R(1). (@, NO) and (2, N) be two solutions to the set of
Theorem Jl—Strorig Connectivity: equations in Definition 3. Thee® = @ if and only if

: . )  NO = NO),
Proof: We prove this theorem by setting up an iterative ) 1 _ @2 (\ AF(2)

algorithm that terminates with the desired result. lietj) be Proof: Lete'” = &' Then,N \.N = {nl(@n, yn)

) o . T eW . (x,, yn) ¢ €@ n # i}. Reversing the roles oV (V)
any pair of distinct nodes in the node set. Our aim is to show 2y i ’ 1) 2)

: . S and M%) in the last argument shows that't) = N'<). The
that there always exists a directed path frota j. In the algo- . 9 s
rithm that follows,p denotes the current node, and the variab%rOOf in the other pllrect|on follows trivially. .
" ' Theorem 3—Uniqueness of Enclosure and Neighbor Set:

Path denotes the ordered collection of nodes on the path Proof: Let (<)), N@) and(e), N®) be two solutions

formed thus far in the algorithm. The algorithm s as followst:o the set of equations in Definition 3. By way of contradiction,

p=1 ‘ assume thatv ¥ £ N Letn € N andn ¢ N without
Path = Concat{d, i}; loss of generality. Then, there exists a ndde N such
while(j ¢ N(p)) { thatn € R(k). We construct a path starting fromand append
p = Neighbor;(p); the nodek to this path. Nowk ¢ N since otherwise we
Path = Concat{Path, p}; could not haven € N, We repeat this argument féx, find
) a nodep in NV such thatk € R(p), and append to the
Path = Concat{Path, j}, path. By Lemma 4, the path constructed this way cannot have

In this algorithm, & denotes the null set. The functionany cycles. SinceR| is finite, at some finite iteration, there
Concatappends the node in its second argument to the pathaife no nodes left outside the path to satisfy the condition of
its first argument. The functiohleighbog(p) returns a node the argument. This contradiction and Lemma 5 establish the
k € N(p) such that(x;, 7;) € R,—. Such a nodé: always uniqueness ofe;, N(i)).
exists for the following reasorn; ¢ N(p) and(z;, y;) € Dx Theorem 4—Minimum Power:
imply (z;, y,;) € R,— for somek € N(p). Now, by the strict Proof: We divide the proof into two parts called 1) and
inequality in Lemma 2.1, no node can appear inRPlaghmore 2). These two parts correspond to the two defining properties
than once. Because the number of nofdss finite, the loop of the minimum power topology. 1) Every node has a directed
terminates after at mo§®| — 1 iterations with a path betweenpath to the master-site by Theorem 1 at the end of Phase 1 of
¢ and j. the protocol. Phase 2 of the protocol eliminates the link;

Lemma 4—No Cycles on the Relay Graph: only if node+ has a valid cost, i.e., only if has a path to the

Proof: Assume that there is a cycle of lengtlon G(¢). master-site. Hence, every node has a path to the master-site
Then, then distinct nodes in the cycle can be labeledlas: at the end of Phase 2. 2) Form a fully connected grapk on
2—3— --- —n— 1. This implies thatP, _»_.3_.... ., < by connecting every node to every other node directly. The
P_,andP,_,, 1 < FP_,.ButP_, <P > .3.._, distributed Bellman—-Ford algorithm finds the optimal links
since the nodes are distinct, and the power consumption(ising power as the cost metric) for this graph as shown in
always nonnegative. Therefor®;_.,, .1 < P;_.,, which is a [8]. We need to prove that these optimal links are necessarily
contradiction. contained in the enclosure graphfLet/;_,; be an optimal

Theorem 2—Correctness of Search Algorithm: link. If Z;_; is not in the enclosure graph 8f then there exists

Proof: The expression fos; in the first part of Definition a relay node- such that?;_.,—.; < P;—;. But this contradicts
3 is satisfied due to the definition of the variabjein the that/;_; is an optimal link, which proves the result.
algorithm. We must show that the second part of Definition
3 holds, i.e., thatN(i) = {n € R|(zn, ¥n) € &, n # i}. APPENDIX C
Equivalently, we must show that € N(i) if and only if A few remarks are in place to describe some subtle features
(Zn, Yn) € €;, n #£i. Letn € N(4). Then, inthe lastiteration of the search algorithm. First, the recursive functiipAll-
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StatesDownChaiterminates at most at deptd| — 1 because [8]
the relay graph has no cycles by Lemma 4, &Adis finite ]
since|A| < |N| — 1 < oo. Second, examine the statements in
the algorithm and in the auxiliary function that are instances
of the generic statement (10

foreach & € H)FlipAllStatesDownChaiftk); [11]

whereH is any set withH C A. We must show that whenever
this statement is executed, the order in whicls chosen out [12]
of H has no effect on the final values of the variables when
the foreachloop terminates. We prove this result as follows}13]
Let O, be an ordering of the elements &, and letOs be [14]
another ordering of the elements Hf, which is distinct from
O1. By way of contradiction, assume that there exists a nod]
called m with the following two properties.

P1 UnderOq, when theforeachloop terminates, it leaves [16]
m marked “dead.”

P2 UnderO,, when theforeachloop terminates, it leaves [17]
m marked “alive.”

By P1, there exists a node, call it, such thatn is alive
underO4, andn has an edge te: on the relay graph. By2,
all nodes that have directed edgesrtomust be dead under
Os. In particular,n must be dead undép,. Thenn satisfies
the following properties. [19]

P1,, UnderOy, when theforeachloop terminates, it leaves [2qj

n marked “alive.”
P2, UnderO-, when theforeachloop terminates, it leaves
n marked “dead.”
We replacen by n, repeat the argument, and construct a path
on the relay graph to which we append the new node each time

(18]

the argument is repeated. Each iteration leaves the last ngde

marked dead under one of the orderings. However, since th
are no cycles on the relay graph, no node can be repeate(
this path. After|X| — 1 iterations, the last node that was adde
to the path is marked dead under one of the orderings,
there can be no alive node that has an edge to it on the re

graph since all the other nodes have already been added to - -~

path. This contradiction establishes the result.
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