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Abstract—We consider the problem of learning discounted-cost optimal control policies for unknown deterministic discrete-time systems with continuous state and action spaces. We show that a policy evaluation step of the well-known policy iteration (PI) algorithm can be characterized as a solution to an infinite dimensional linear program (LP). However, when approximating such an LP with a finite dimensional program, the PI algorithm loses its nominal properties. We propose a data-driven PI scheme that ensures a certain monotonic behavior and allows for incorporation of expert knowledge on the system. A numerical example illustrates effectiveness of the proposed algorithm.

I. INTRODUCTION

Optimal control problems are important tools of mathematical modeling that arise in many research areas. The dynamic programming (DP) techniques that have been developed for solving such problems rely on a comprehensive theoretical framework, and include methods such as value iteration (VI), policy iteration (PI), and the linear programming approach [1]–[4]. However, finding an exact solution to such problems is often computationally intractable, which motivates the development of approximation schemes, known collectively as approximate dynamic programming (ADP).

In many real-world control applications the dynamics of the system is unknown, and one needs to learn an optimal control policy from information obtained by interacting with the system. This problem has been well studied in the reinforcement learning literature [5], [6]. Although most of the literature studies stochastic problems with finite state and action spaces [1], [7], we will focus on deterministic optimal control problems where state and action spaces are continuous; see e.g. [8], [9].

Problem description

We consider a deterministic discrete-time system with dynamics

\[ x_{t+1} = f(x_t, u_t), \]

where \( x_t \in \mathbb{X} \) and \( u_t \in \mathbb{U} \) are the state and control input (action) at time \( t \in \mathbb{N}_0 \), and \( f : \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{X} \) is the dynamics function. We assume that \( \mathbb{X} \) and \( \mathbb{U} \) are continuous spaces. The control input \( u_t \) is chosen from a set \( \mathbb{U}(x_t) \subseteq \mathbb{U} \). The cost of operating the system at time \( t \) is denoted by \( l(x_t, u_t) \), where \( l : \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{R}_+ \cup \{+\infty\} \) is the (nonnegative) stage cost function. We assume that for each \( x_t \in \mathbb{X} \) there exists a \( u_t \in \mathbb{U}(x_t) \) such that \( l(x_t, u_t) < +\infty \).

A decision rule for selecting the control input at a specific time \( t \) is referred to as a policy. We are interested in stationary state-dependent policies of the form \( \mu : \mathbb{X} \rightarrow \mathbb{U} \). The value of policy \( \mu \) is given by the function \( V_{\mu} : \mathbb{X} \rightarrow \mathbb{R}_+ \) defined as

\[ V_{\mu}(x) := \sum_{t=0}^{\infty} \gamma^t l(x_t, \mu(x_t)), \]

where \( x_0 = x \), \( x_{t+1} = f(x_t, \mu(x_t)) \) for \( t \in \mathbb{N}_0 \), and \( \gamma \in (0, 1) \) is a discount factor. The optimal value function is defined as

\[ V^*(x) := \inf_{\mu \in \Pi} V_{\mu}(x), \]

where \( \Pi \) is the set of all stationary state-dependent policies. A policy \( \mu^* \in \Pi \) is said to be optimal if

\[ V_{\mu^*}(x) = \inf_{\mu \in \Pi} V_{\mu}(x) = V^*(x), \quad \forall x \in \mathbb{X}. \]

Our goal here is to learn an optimal policy of a system whose dynamics function \( f \) and stage cost function \( l \) are unknown, but we can interact with the system by measuring its state \( x_t \), applying control input \( u_t \), and observing the resulting state \( x_{t+1} = f(x_t, u_t) \) and cost \( l_t = l(x_t, u_t) \).

Related work

A traditional approach in designing a controller for an unknown system consists of an offline procedure called system identification in which a model of the system is estimated from data, and then a controller is designed for the estimated model [10]. A similar procedure is used in [11] where the authors estimate both the model and uncertainty, and then design a robust controller that takes this uncertainty into account. The authors in [12] use system identification in each iteration of an online learning procedure. As an alternative, the authors in [13], [14] use a model-free framework to learn the optimal \( Q \)-function directly from data by employing the PI algorithm.

In this paper we adopt the model-free approach based on learning the optimal \( Q \)-function from which we can extract the optimal policy. The optimal value and \( Q \)-functions can be characterized as solutions to infinite dimensional linear programs (LPs). This characterization dates back to 1960’s [15] and is used in [16]–[19] in the context of ADP where infinite-dimensional LPs are approximated by finite dimensional programs. We combine the PI algorithm with the linear programming approach to learn a sequence of \( Q \)-functions. The proposed scheme is computationally tractable, ensures a monotonic decrease of a certain optimality metric, and allows for inclusion of exploration strategies.
Notation

Let $\mathbb{N}$ denote the set of positive integers, $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$ the set of nonnegative integers, $\mathbb{R}$ the set of real numbers, and $\mathbb{R}_+$ the set of nonnegative real numbers. For some $N \in \mathbb{N}$, we define $\mathbb{N}_{[1,N]} := \{1, \ldots , N\}$. We denote by $\mathcal{F} (\mathbb{X} \times \mathbb{U})$ the vector space of real-valued measurable functions on $\mathbb{X} \times \mathbb{U}$ with a finite $w$-weighted norm, where $w$ is a certain function that depends on the stage cost; see [2, Def. 6.3.2] for details. Similarly, we denote by $\mathcal{M}_u (\mathbb{X} \times \mathbb{U})$ the space of finite nonnegative measures on $\mathbb{X} \times \mathbb{U}$ with a finite $w$-weighted total variation. For $f \in \mathcal{F}(\mathbb{X} \times \mathbb{U})$ and $g \in \mathcal{F}(\mathbb{X} \times \mathbb{U})$, $f \leq g$ denotes pointwise inequality, i.e. $f(x,u) \leq g(x,u)$ for all $(x,u) \in \mathbb{X} \times \mathbb{U}$; a similar notation is used for pointwise equality.

II. Dynamic Programming Background

It is well known that a solution to the optimal control problem (2) can be characterized using DP [20]. In this section we introduce some definitions and results from the theory of DP that we require to analyze algorithms for computing an optimal policy; we refer the reader to [3], [4] for a comprehensive review.

For any stationary state-dependent policy $\mu$, $V_\mu$ satisfies the following equation [3, Prop. 4.1.2]

$$ V_\mu(x) = l(x, \mu(x)) + \gamma V_\mu(f(x, \mu(x))), \quad \forall x \in \mathbb{X}. \tag{3} $$

The optimal value function $V^*$ is the unique solution to Bellman’s equation given by [3, Prop. 4.1.1]

$$ V^*(x) = \inf_{u \in \mathbb{U}} \{ l(x,u) + \gamma V^*(f(x,u)) \}, \quad \forall x \in \mathbb{X}. $$

Once $V^*$ is known, an optimal policy can be evaluated as

$$ \mu^*(x) = \arg\min_{u \in \mathbb{U}} \{ l(x,u) + \gamma V^*(f(x,u)) \}. $$

Note, however, that evaluating an optimal policy requires not only availability of the optimal value function $V^*$, but also the dynamics function $f$ and stage cost function $l$. If $f$ or $l$ are unknown, then knowing $V^*$ is not sufficient for evaluating an optimal policy. To overcome this issue, we will use the optimal $Q$-function to compute an optimal policy without knowing $f$ and $l$ explicitly.

A. $Q$-function

The $Q$-function associated to policy $\mu$ is defined as [21]

$$ Q_\mu(x,u) := l(x,u) + \gamma V_\mu(f(x,u)), \tag{4} $$

and can be interpreted as the cost of applying control input $u \in \mathbb{U}$ at state $x \in \mathbb{X}$, and following policy $\mu$ afterwards. Observe from (3) and (4) that $V^*_\mu$ can be expressed in terms of $Q^*_\mu$ as

$$ V^*_\mu(x) = Q^*_\mu(x, \mu(x)), $$

which combined with (4) gives the following equation that holds for all $(x,u) \in \mathbb{X} \times \mathbb{U}$:

$$ Q^*_\mu(x,u) = l(x,u) + \gamma Q^*_\mu(f(x,u), \mu(f(x,u))). \tag{6} $$

The optimal $Q$-function is given by

$$ Q^*(x,u) := Q^*_\mu(x,u) = l(x,u) + \gamma V^*(f(x,u)). \tag{5} $$

Similarly as for $V^*_\mu$, we can express $V^*$ in terms of $Q^*$, i.e.

$$ V^*(x) := \inf_{u \in \mathbb{U}} Q^*(x,u). \tag{6} $$

Observe from (5) that we can evaluate an optimal policy via

$$ \mu^*(x) \in \arg\min_{u \in \mathbb{U}} Q^*(x,u), \tag{7} $$

which does not directly involve dynamics and stage cost functions. The characterization above means that the problem of finding an optimal policy boils down to learning the optimal $Q$-function.

Combining (5) and (6), we can express Bellman’s equation in terms of the optimal $Q$-function, i.e. for all $(x,u) \in \mathbb{X} \times \mathbb{U}$ we have

$$ Q^*(x,u) = l(x,u) + \gamma \inf_{u' \in \mathbb{U}} Q^*(f(x,u), u'). \tag{8} $$

We next show that a solution to the equation above can be characterized as a solution to an LP.

B. The linear programming formulation

Equation (8) characterizes the optimal $Q$-function as the fixed-point of Bellman’s operator, which is defined for all $q \in \mathcal{F}(\mathbb{X} \times \mathbb{U})$ as

$$ (\mathcal{T} q)(x,u) := \left\{ l(x,u) + \gamma \inf_{u' \in \mathbb{U}} q(f(x,u), u') \right\}. $$

The operator $\mathcal{T}$ satisfies monotonicity and value iteration convergence [18], [19], [22], which means that for any functions $q_1, q_2 \in \mathcal{F}(\mathbb{X} \times \mathbb{U})$,

$$ q_1 \leq q_2 \implies \mathcal{T} q_1 \leq \mathcal{T} q_2 $$

and

$$ Q^* = \lim_{k \to \infty} \mathcal{T}^k q_1. $$

If $\hat{Q} \in \mathcal{F}(\mathbb{X} \times \mathbb{U})$ satisfies Bellman’s inequality

$$ \hat{Q} \leq \mathcal{T} \hat{Q}, \tag{9} $$

then the aforementioned properties of $\mathcal{T}$ imply

$$ \hat{Q} \leq \mathcal{T} \hat{Q} \leq \ldots \leq \lim_{k \to \infty} \mathcal{T}^k \hat{Q} = Q^*. $$

In other words, inequality (9) implies that $\hat{Q}$ is a pointwise lower bound to $Q^*$. It is then natural to look for the greatest lower bound in the space $\mathcal{F}(\mathbb{X} \times \mathbb{U})$. Due to the infimum in the definition of $\mathcal{T}$, (9) is in general nonlinear in $\hat{Q}$, but can be represented equivalently as the following set of linear constraints

$$ l(x,u) \geq (\mathcal{D} \hat{Q})(x,u,u'), \quad \forall (x,u,u') \in \mathbb{X} \times \mathbb{U}^2; $$

where $(\mathcal{D} q) \in \mathcal{F}(\mathbb{X} \times \mathbb{U}^2)$ is a function defined as

$$ (\mathcal{D} q)(x,u,u') := q(x,u) - \gamma q(f(x,u), u'). $$
This leads to the following infinite dimensional LP:

\[
\begin{align*}
\max_q & \int_{X \times U} q(x,u) c(dx,du) \\
\text{s.t.} & \quad l(x,u) \geq (Dq)(x,u,u'), \quad \forall (x,u,u') \in X \times U^2 \\
& \quad q \in \mathcal{F}(X \times U),
\end{align*}
\]

(10)

where \( c \in \mathcal{M}_+(X \times U) \) is a finite measure that assigns positive mass to all open subsets of \( X \times U \). Note that, due to the nonnegativity of \( l \), the problem above is feasible since \( Q = 0 \) satisfies the inequality in (10) for all \((x,u,u') \in X \times U^2\).

Proposition 1. The solution to equation (8) coincides with a solution to LP (10) for \( c \)-almost all \((x,u) \in X \times U \).

Proof. Due to (8), we have

\[
Q^*(x,u) = l(x,u) + \int f dx + \int q dx,
\]

for all \((x,u,u') \in X \times U^2\), which means that \( Q^* \) is feasible for LP (10). Also, for any \( q \in \mathcal{F}(X \times U) \) feasible for (10), the following holds for all \((x,u,u') \in X \times U^2\)

\[
q(x,u) \leq l(x,u) + \int q dx.
\]

and thus the inequality holds for a specific \( u' \in U \) that minimizes \( q(f(x,u),u') \), i.e.

\[
q(x,u) \leq l(x,u) + \int \min_{u' \in U} q(f(x,u),u')
\]

\[
= (Tq)(x,u).
\]

The inequality above implies that \( q \) is a lower bound to \( Q^* \) (see Section II-B). Since we are maximizing the objective function in (10), this means that \( Q^* \) is a maximizer of the LP, as well as all bounded functions that differ from \( Q^* \) on a subset of \( X \times U \) with measure zero.

The equivalence between (8) and (10) requires that the function space over which the decision variable is optimized contains an element \( \hat{q} \in \mathcal{F}(X \times U) \) for which \( \hat{q}(x,u) \leq (T\hat{q})(x,u) \) is satisfied with equality for all \((x,u) \in X \times U \) [19]. Note that the LP in (10) does not involve an additional optimization variable \( v \in \mathcal{F}(X) \) as in [18], [19]. The elimination of \( v \) is possible in our case since we work in a deterministic setting.

C. Policy iteration

The PI algorithm aims to compute an optimal stationary policy \( \mu^* \) for problem (2) via an iterative procedure [4, §2.3]. It starts from an initial policy \( \mu^1 \) and performs at each iteration \( k \in \mathbb{N} \) the policy evaluation step, i.e. computes \( Q_{\mu^k} \) satisfying

\[
Q_{\mu^k}(x,u) = l(x,u) + \int f dx + \int q dx,
\]

for all \((x,u) \in X \times U \), followed by the policy improvement step to obtain \( \mu^{k+1} \) according to

\[
\mu^{k+1}(x) = \arg\min_{u \in U} Q_{\mu^k}(x,u), \quad \forall x \in X.
\]

Under certain assumptions, it can be shown that the sequence \( \{Q_{\mu^k}\}_{k \in \mathbb{N}} \) generated by the PI algorithm is nonincreasing and converges to \( Q^* \) [2, Thm. 4.4.1]. These properties have made the PI algorithm an attractive candidate for improving performance of a controlled dynamical system [9].

Let \( T_{\mu} \) be the operator defined for any stationary policy \( \mu \) and for all \( q \in \mathcal{F}(X \times U) \) as

\[
(T_{\mu}q)(x,u) := l(x,u) + \int q \mu(f(x,u)) dx.
\]

Then \( Q_{\mu^k} \) satisfying equation (11) can be seen as the fixed-point of \( T_{\mu^k} \), which satisfies both monotonicity and value iteration convergence [18]. Following similar arguments as in Section II-B, it is easy to show that \( Q_{\mu^k} \) coincides with a solution to the following LP:

\[
\begin{align*}
\max_q & \int_{X \times U} q(x,u) c(dx,du) \\
\text{s.t.} & \quad l(x,u) \geq (Dq)(x,u,u), \quad \forall (x,u,u') \in X \times U^2 \\
& \quad q \in \mathcal{F}(X \times U),
\end{align*}
\]

(12)

for \( c \)-almost all \((x,u) \in X \times U \).

We show in the sequel how infinite dimensional LPs introduced in this section can be approximated by finite dimensional programs.

D. Finite approximation

As already mentioned, evaluating an optimal policy can be done by computing the optimal \( Q \)-function via (10), and then implementing (7). However, this procedure is computationally intractable in general for the following reasons [19], [23]:

(i) \( q \) is an optimization variable in the infinite dimensional space \( \mathcal{F}(X \times U) \).

(ii) The number of constraints is infinite since the inequalities need to be satisfied for all \((x,u,u') \in X \times U^2 \).

(iii) Evaluating the objective function in (10) involves computing a multidimensional integral.

(iv) Since \( Q^* \) can be any element of \( \mathcal{F}(X \times U) \), the optimization problem in (7) may be intractable.

To overcome these sources of intractability, the original optimization problem is approximated by a tractable one. This approach is referred to as ADP, and is often used to compute approximate value and \( Q \)-functions [17]–[19], [22]. As suggested in [16], [19], we restrict the \( Q \)-function in the span of a finite family of basis functions \( \hat{q}_i \in \mathcal{F}(X \times U) \) for \( i \in \mathbb{N}_{[1,N]} \), and parameterize the restricted function space as

\[
\mathcal{F}(X \times U) := \left\{ \sum_{i=1}^N \alpha_i \hat{q}_i \mid \alpha \in \mathbb{R}^N \right\}.
\]

It is often the case that the basis functions are chosen so that evaluation of the objective function in the LP and implementing (7) is relatively easy [19], [24].

Problem (10) can thus be approximated by the following
semi-infinite LP:

\[
\begin{align*}
\max_q & \quad \int_{\mathbb{X} \times \mathbb{U}} q(x, u) c(dx, du) \\
\text{s. t.} & \quad l(x, u) \geq (Dq)(x, u, u'), \quad \forall (x, u, u') \in \mathbb{X} \times \mathbb{U}^2 \\
& \quad q \in \hat{F}(\mathbb{X} \times \mathbb{U}),
\end{align*}
\]

and we denote its solution by \( \hat{Q}^* \). The authors in [17], [19] show that the quality of a policy obtained from \( \hat{Q}^* \) depends on the distance between \( Q^* \) and the space \( \hat{F}(\mathbb{X} \times \mathbb{U}) \). Also, while the specific choice of \( c \in M_{+}(\mathbb{X} \times \mathbb{U}) \) in (10) does not affect the optimal solution \( Q^* \) when optimizing over the entire function space \( \mathbb{F}(\mathbb{X} \times \mathbb{U}) \), it plays an important role in determining the quality of \( Q^* \) in the approximated problem.

When \( f \) and \( l \) are known and have a certain structure, and the basis functions are selected appropriately, the constraint set in (13) can sometimes be represented exactly or relaxed via the S-procedure or sum-of-squares [22]–[24]. Since in our setup \( f \) and \( l \) are unknown, we cannot approximate the constraint set using these tools. However, it is possible to relax the constraints via sampling [25]–[28]. In particular, since we can measure state \( x_i \in \mathbb{X} \) apply input \( u_i \in \mathbb{U} \), observe the new state \( x_i^+ = f(x_i, u_i) \) and the incurred cost \( l_i = l(x_i, u_i) \), we can obtain a sequence of tuples \( \{(x_i, u_i, x_i^+, l_i)\}_{i=1}^M \) through an experiment and replace the inequality constraint set in (13) by its sampled version

\[
\begin{align*}
l_i & \geq q(x_i, u_i) - \gamma q(x_i^+, u_i'), \quad i \in \mathbb{N}_{[1,M]},
\end{align*}
\]

for some \( u_i' \in \mathbb{U} \), \( i \in \mathbb{N}_{[1,M]} \). Note that we use index \( i \) instead of \( t \) to emphasize that the data tuples do not have to be consecutive in time.

The authors in [28], [29] use a similar constraint sampling approach and provide probabilistic bounds on the number of samples \( M \) needed to attain a certain level of approximation. A drawback of this approach is that the bounds on \( M \) are usually too conservative, which means that we need to sample a large number of constraints and solve a large-scale LP. Also, it is not clear how to select \( \{u_i\}_i \) to improve the performance of the method.

Instead of computing \( \hat{Q}^* \) directly from (13), we present in the next section a sampled version of the PI algorithm, where the policy evaluation step is computed by sampling constraints in (12).

### III. DATA-DRIVEN POLICY ITERATION

In this section we explore how to use data obtained from interacting with a dynamical system to learn approximately a policy that minimizes (1). We consider a data-driven version of the PI algorithm in which we evaluate a policy by solving the following sampled version of (12) with \( N \) variables and \( M \) constraints:

\[
\begin{align*}
\max_q & \quad \int_{\mathbb{X} \times \mathbb{U}} q(x, u) c(dx, du) \\
\text{s. t.} & \quad l_i \geq q(x_i, u_i) - \gamma q(x_i^+, \mu^k(x_i^+)) \quad \forall x_i \in \mathbb{X} \\
& \quad q \in \hat{F}(\mathbb{X} \times \mathbb{U}),
\end{align*}
\]

The authors in [13], [14] consider learning an optimal controller for an unknown deterministic system with linear dynamics and quadratic stage cost, known as the linear quadratic regulator (LQR). They use a sampled version of the PI algorithm in which \( Q_{\mu^k} \) is restricted to the function space containing all quadratic functions on \( \mathbb{X} \times \mathbb{U} \), and estimate it from equation (11) via recursive least-squares. Also, they rely on the fact that \( Q_{\mu^k} \in \mathbb{F}(\mathbb{X} \times \mathbb{U}) \), which implies that it can be recovered exactly from \( M \geq N \) data points as long as a certain persistent excitation condition is satisfied [14]. In this case one can use convergence analysis for the exact PI algorithm and prove that the sequence \( \{Q_{\mu^k}\}_{k \in \mathbb{N}} \) is (pointwise) nonincreasing and convergent.

However, if \( Q_{\mu^k} \notin \mathbb{F}(\mathbb{X} \times \mathbb{U}) \), then we cannot use the convergence results of the exact PI algorithm any more. In this case there will be no function \( q \) that satisfies all the constraints in (14) with equality, and a solution to the LP will depend on the choice of measure \( c \).

Our goal is to design an algorithmic scheme based on data-driven PI that improves an estimate of \( Q^* \) in each iteration. Also, we would like to allow inclusion of expert knowledge on the dynamical system in the learning process. Observe that in LP (13) we can select any \( u_i' \in \mathbb{U} \), which gives us a certain freedom in exploring different control strategies, while in LP (14) \( u_i' \) is fixed to \( \mu^k(x_i^+) \). We can combine these two approaches and solve instead the following LP:

\[
\begin{align*}
\max_q & \quad \int_{\mathbb{X} \times \mathbb{U}} q(x, u) c(dx, du) \\
\text{s. t.} & \quad l_i \geq q(x_i, u_i) - \gamma q(x_i^+, u_i'), \quad i \in \mathbb{N}_{[1,M]} \\
& \quad q \in \hat{F}(\mathbb{X} \times \mathbb{U}),
\end{align*}
\]

for some \( u_i' \in \mathbb{U} \), \( i \in \mathbb{N}_{[1,M]} \). Note that (14) can be seen as a special case of (15) where \( u_i' = \mu^k(x_i^+) \) for all \( i \in \mathbb{N}_{[1,M]} \). Moreover, we can reuse a data tuple \( (x_i, u_i, x_i^+, l_i) \) and add another constraint with different \( u_i' \).

One way of ensuring the nonincreasing objective function when solving a sequence of LPs (15) is to keep all the constraints from previous iterations. However, this strategy would imply that the number of constraints in the LPs grows in each iteration, which would pose computational difficulties when the iteration counter \( k \) becomes large. Alternatively, we can keep only the binding constraints from iteration \( k \) and include them as additional constraints in the LP solved in iteration \( k+1 \); a similar strategy is used in [30] for solving semi-infinite convex programs. We define binding constraints as those with nonzero optimal Lagrange multiplier. An important property of such constraints is that removing all the other constraints does not change the optimal value of the problem. Moreover, for non-degenerate LPs the number of such constraints is not greater than \( N \). Although degenerate LPs can have more than \( N \) binding constraints, it is always possible to select a subset of linearly independent constraints so that removing all the other constraints does not change the optimal objective value. Therefore, without loss of generality, we assume that the number of binding constraints is bounded above by \( N \).
Lemma 1. Suppose that for optimal objective value cannot increase.

Proof. We consider a system with linear dynamics

\[ x_{t+1} = x_t - 0.5 u_t, \]

where \( X = \mathbb{R}, \ U = [-1, 1], \) and stage cost \( l(x, u) = x^2 + 0.1 u^2. \) We restrict the function space to the subspace of quadratic functions that are strongly convex in \( u, \) i.e.

\[ \mathcal{F}(X \times U) = \{(S_{11} x^2 + 2 S_{12} x u + S_{22} u^2 + d_1 x + d_2 u + e \mid (S_{11}, S_{12}, d_1, d_2, e) \in \mathbb{R}, S_{22} \geq 10^{-3}\}, \]

and define

\[ S := \begin{bmatrix} S_{11} & S_{12} \\ S_{12} & S_{22} \end{bmatrix} \quad \text{and} \quad d := \begin{bmatrix} d_1 \\ d_2 \end{bmatrix}. \]

Due to the input constraints, the optimal \( Q \)-function is not quadratic and thus \( Q^* \notin \mathcal{F}(X \times U). \) Note that minimizing a function \( q \in \mathcal{F}(X \times U) \) over \( u \in \mathbb{U} \) results in a policy of the form

\[ \mu(x) = \Pi_{[-1,1]}(K x + k), \]

where \( \Pi_{[-1,1]} \) denotes the projection onto the interval \([-1,1]\). We set the initial policy to \( \mu^1(x) = \Pi_{[-1,1]}(0.1 x) \).

The proposed method is memory-efficient, ensures a certain method improves. We propose a method for learning discounted-cost optimal policies via an iterative procedure. The proposed method is memory-efficient, ensures a certain method improves. We propose a method for learning discounted-cost optimal policies via an iterative procedure.

IV. NUMERICAL EXAMPLE

We illustrate performance of the proposed algorithm on an input-constrained LQR example from [22] with one state and one input. In particular, we consider a system with linear dynamics

\[ x_{t+1} = x_t - 0.5 u_t, \]
For future work, there are several interesting directions. Although we assume that the optimal objective values of LPs solved in Alg. 1 are finite, we do not provide exact conditions on how to select state-action pairs \((x_i, u_i)\) to ensure this. Second, although the objective value of the LP solved in the first iteration of Alg. 1 does not increase by including additional constraints, the overall performance of the algorithm does not necessarily improve. Another open question is how to extend the proposed algorithm to learn optimal policies of stochastic systems.
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