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Abstract
Various control schemes rely on a solution of a convex optimization problem involving a particular robust quadratic constraint, which can be reformulated as a linear matrix inequality using the well-known $S$-lemma. However, the computational effort required to solve the resulting semidefinite program may be prohibitively large for real-time applications requiring a repeated solution of such a problem. We use some recent advances in robust optimization that allow us to reformulate such a robust constraint as a set of linear and second-order cone constraints, which are computationally better suited to real-time applications. A numerical example demonstrates a huge speedup that can be obtained using the proposed reformulation.

1 Introduction

Controlled dynamical systems are inevitably affected by unknown disturbances such as process noise, measurement noise, and imprecision in controller implementation. One way to deal with such disturbances in optimal control problems is via stochastic optimization in which optimization problems contain expectations and/or chance constraints [Mes16, HPOM18]. An important assumption in stochastic optimization is that the true joint probability distribution of the uncertain parameters is known or estimated, but in practice estimating such a distribution is data-intensive [YGdH19]. Moreover, the resulting optimization problems are computationally demanding as existing solution schemes often rely on sampling techniques [BL11].

Robust optimization is a powerful alternative approach to treat data uncertainty, where one seeks a control input that minimizes the worst-case cost across all possible realizations of disturbances included within a prescribed set. Advantages of robust optimization include modeling flexibility, computational tractability, and inherent probabilistic guarantees associated to the obtained solutions [BTEGN09].

However, robust optimization is often criticized to be conservative as it (i) focuses on minimizing the cost function with respect to the worst-case realization of disturbances, and (ii) only takes into account the support of disturbances and ignores the associated statistical information, such as mean and variance, which are readily available or easy
to estimate from the historical data. To deal with the first issue, robust regret-optimal optimization minimizes instead the worst-case regret, i.e., the worst-case cost compared to the minimal cost given that the disturbance were known \textit{a priori} [PD19]. Distributionally robust optimization enables incorporation of statistical knowledge about the disturbance and minimizes the cost function with respect to its worst-case probability distribution [DY10, WKS14, CSX20].

Despite many appealing properties of the aforementioned techniques, it is essential to be able to solve the corresponding optimization problems efficiently. When considering linear dynamical systems and quadratic cost functions, also known as linear quadratic control (LQC), many of these techniques rely on a solution of a convex optimization problem involving a particular robust quadratic constraint, which can be reformulated as a linear matrix inequality (LMI) using the celebrated S-lemma [Yak71]. For instance, the authors in [BB07] consider a robust optimization approach to constrained LQC under disturbances that are confined in an ellipsoidal set, and reformulate the resulting optimization problem as a semidefinite program (SDP). Despite some recent advances in numerical methods for SDPs [MHA20, ZFP+20], the computational effort required to solve these problems may be prohibitively large for real-time applications requiring a repeated solution of such a problem.

As an alternative, we propose using a simplified S-lemma, introduced in [BTdH14], that reformulates such a robust quadratic constraint as a set of linear and second-order cone (SOC) constraints, which are computationally better suited to real-time applications than an LMI [DCB13]. Using this simplification, we reduce the SDP reformulation of the robust LQC problem proposed in [BB07] to a second-order cone program (SOCP) and demonstrate on a numerical example that such an SOCP is up to three orders of magnitude faster than the SDP. We also propose SOCP reformulations of other solution techniques, including robust regret-optimal control and distributionally robust control.

Moreover, we show that a simplified S-lemma is useful in other control schemes, including model predictive control (MPC). Adding flexibility to an ellipsoidal terminal set in MPC, by allowing it to be scaled and translated online, is known to improve its performance. We show that the resulting optimization problem can still be formulated as a SOCP.

\textbf{Notation}

Let $\mathbb{N}$ denote the set of positive integers, $\mathbb{R}$ the set of real numbers, $\mathbb{R}_+$ the set of nonnegative real numbers, $\mathbb{R}^n$ the $n$-dimensional Euclidean space, $\mathbb{R}^{m \times n}$ the set of real $m$-by-$n$ matrices, and $\mathcal{S}^n$ ($\mathcal{S}^n_+$) the set of real $n$-by-$n$ symmetric (positive definite) matrices. We denote the set of positive integers lower than or equal to $n \in \mathbb{N}$ by $[n]$, the vector of all ones by $\mathbf{1}$, the $i$-th component of $x \in \mathbb{R}^n$ by $x_i$, the vertical concatenation of $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$ by $(x,y)$, the operator mapping a vector to a diagonal matrix by diag: $\mathbb{R}^n \to \mathcal{S}^n$, and $A \in \mathcal{S}^n$ being positive (semi)definite by $A \succ 0$ ($A \succeq 0$). For a vector $x \in \mathbb{R}^n$, the inequality $x \geq 0$ is understood elementwise.
2 Preliminaries

2.1 Second-Order Cone Programming

An SOCP is a convex optimization problem given by [BV04]

\[
\begin{align*}
\text{minimize} & \quad f^T x \\
\text{subject to} & \quad \|A_i x + b_i\|_2 \leq c_i^T x + d_i, \quad i \in [m] \\
& \quad Fx = g,
\end{align*}
\]

where \(x \in \mathbb{R}^n\) is the optimization variable, \(A_i \in \mathbb{R}^{n_i \times n}\), and \(F \in \mathbb{R}^{p \times n}\). We refer to the inequality constraints as SOC constraints and to \(n_i\) as the dimension of the \(i\)-th SOC constraint. We recall below a well-known SOC reformulation technique.

Lemma 2.1 ([LVBL98, §2.3]).

(i) \((y_i, z_i) \geq 0, \quad x_i^2 \leq y_i z_i \iff \|(2x_i, y_i - z_i)\|_2 \leq y_i + z_i.\)

(ii) \(a^T x + b > 0, \quad \|Fx + g\|_2^2 / (a^T x + b) \leq t \iff \|2(Fx + g), t - a^T x - b\|_2 \leq t + a^T x + b.\)

We will make an extensive use of the first result in Lemma 2.1, and thus define \(Q := \{(x_i, y_i, z_i) \in \mathbb{R}^3 \mid \|(2x_i, y_i - z_i)\|_2 \leq y_i + z_i\}\) for ease of exhibition. Observe that \(Q\) is a cone, i.e., \((x_i, y_i, z_i) \in Q\) implies \((rx_i, ry_i, rz_i) \in Q\) for all \(r \geq 0\).

2.2 A Simplified S-Lemma

Let \(A \in \mathbb{S}^n, \quad D \in \mathbb{S}^n, \quad b \in \mathbb{R}^n, \quad e \in \mathbb{R}^n, \quad c \in \mathbb{R}, \quad f \in \mathbb{R}\). We are interested in the following robust (not necessarily convex) quadratic constraint

\[z^T Dz + 2e^T z + f \geq 0, \quad \forall z : z^T Az + 2b^T z + c \geq 0,\] (1)

which is equivalent to the implication

\[z^T Az + 2b^T z + c \geq 0 \implies z^T Dz + 2e^T z + f \geq 0.\]

Provided that there exists some \(z_0 \in \mathbb{R}^n\) such that

\[z_0^T Az_0 + 2b^T z_0 + c > 0,\] (2)

the classical S-lemma [Yak71] states that the implication above is valid if and only if there exists some \(\lambda \in \mathbb{R}_+\) such that

\[
\begin{bmatrix}
D - \lambda A \\
\lambda (e - \lambda b)^T
\end{bmatrix} \begin{bmatrix}
e - \lambda b \\
f - \lambda c
\end{bmatrix} \succeq 0.
\] (3)

If \(A\) and \(D\) are simultaneously diagonalizable, i.e., there exists a nonsingular matrix \(S \in \mathbb{R}^{n \times n}\) such that

\[S^T AS = \text{diag}(\alpha_1, \ldots, \alpha_n) \quad \text{and} \quad S^T DS = \text{diag}(\delta_1, \ldots, \delta_n),\] (4)

then the LMI in (3) can be reduced to a set of linear and SOC constraints.
Lemma 2.2 ([BTdH14, Thm. 9]). Suppose there exist a vector $z_0 \in \mathbb{R}^n$ and a nonsingular matrix $S \in \mathbb{R}^{n \times n}$ such that (2) and (4) hold. Then the robust constraint in (1) holds if and only if there exists $(\lambda, t) \in \mathbb{R}_+ \times \mathbb{R}^n$ such that

$$f - \lambda c \geq 1^T t$$

$$(\varepsilon_i - \lambda \beta_i, t_i, \delta_i - \lambda \alpha_i) \in Q, \quad \forall i \in [n],$$

where $\varepsilon := S^T e$ and $\beta := S^T b$.

To shed some light on the constraints in Lemma 2.2, suppose for simplicity that $D - \lambda A \succ 0$, or equivalently

$$\delta_i - \lambda \alpha_i > 0, \quad i \in [n].$$

Then (3) is equivalent to

$$\left[ \begin{array}{cc} \text{diag}(\delta_1, \ldots, \delta_n) - \lambda \text{diag}(\alpha_1, \ldots, \alpha_n) & \varepsilon - \lambda \beta \\ \varepsilon - \lambda \beta & f - \lambda c \end{array} \right] \succeq 0.$$
We are interested in controlling the system such that it minimizes the following cost function over a finite prediction horizon $N \in \mathbb{N}$:

$$J(x_0, u, w) := \sum_{k=1}^{N}(x_k^T Q_k x_k + 2q_k^T x_k) + \sum_{k=0}^{N-1}(u_k^T R_k u_k + 2r_k^T u_k),$$

(5)

where $Q_k \succeq 0$ and $R_k > 0$ for all $k$, and $u \in \mathbb{R}^{N_u}$ and $w \in \mathbb{R}^{N_w}$ denote the entire vectors of control inputs and disturbances, i.e.,

$$u := (u_0, u_1, \ldots, u_{N-1})$$

$$w := (w_0, w_1, \ldots, w_{N-1}),$$

with $N_u := N n_u$ and $N_w := N n_w$. Using this notation, the cost function in (5) can be written in the following compact form:

$$J(x_0, u, w) = w^T C w + 2(c + D^T u)^T w + u^T B u + 2a^T x_0 + x_0^T A x_0,$$

where $a, A, b, B, c, C, D$ are problem data of appropriate dimensions, whose expressions can be found in [BB07, Prop. 2]; we emphasize that $B > 0$ and that only $b$ and $c$ depend on $x_0$.

Note that (5) is an uncertain quantity as it depends on the disturbance vector $w$. Most approaches in stochastic optimization assume $w$ is a random variable and proceed to minimize the expectation of the cost function in (5). An effective way to solve such a problem is via dynamic programming, but this approach is unable to deal tractably with even simple constraints on the control input [BB07].

### 3.1 Robust Control

The authors in [BB07] do not consider any particular distribution for $w$, but assume instead that $w$ belongs to some norm-bounded set

$$\mathcal{W}_\gamma := \{ w \in \mathbb{R}^{N_w} \mid \|w\|_2 \leq \gamma \},$$

where $\gamma > 0$ can be seen as a bound on the energy of the disturbance signal over the prediction horizon $N$. We now search for a sequence of control inputs $u^*$ that solves

$$\min_{u \in \mathcal{U}} \max_{w \in \mathcal{W}_\gamma} J(x_0, u, w),$$

(6)

where $\mathcal{U} \subseteq \mathbb{R}^{N_u}$ is a closed convex set. We can apply this approach in a receding horizon fashion, i.e., we compute a solution $u^*$ of (6) and implement only the first $n_u$ components to the system, and then reinitialize (6) to the newly observed state and repeat the procedure. This means that we need to solve an instance of problem (6), which is parameterized in $x_0$, within the sampling time of the system.

It was shown in [BB07, Thm. 3] that (6) can be reformulated as the following SDP:

$$\begin{align*}
\text{minimize} & \quad z \\
\text{subject to} & \quad y \in \mathcal{Y}, \quad \lambda \geq 0 \\
& \quad \begin{bmatrix} I & y \\ y^T & z - \gamma^2 \lambda \\ F^T & -h^T \\ F^T & -h \\ \lambda I - C + F^T F \end{bmatrix} \succeq 0,
\end{align*}$$

(7)
where $h = c - D^T b$, $F = B^{-1/2} D$, $u = B^{-1/2} y - B^{-1/2} b$, and $Y = \{ B^{1/2} u + B^{-1/2} b \mid u \in U \}$. Although (7) is a convex optimization problem, it is often not possible to solve it in real time. This issue motivated the authors in [BB07] to approximate (7) with an SOCP, which is better suited to real-time applications.

We next show that (6) can be represented exactly as an SOCP, provided that $U$ is SOC-representable. Using the epigraph reformulation, (6) is equivalent to

$$\begin{align*}
\text{minimize} & \quad z \\
\text{subject to} & \quad u \in U, \quad w^T C w + 2 (c + D^T u)^T w \leq f(x_0, u, z), \quad \forall w: w^T w \leq \gamma^2,
\end{align*}$$

where $f(x_0, u, z) := z - u^T B u - 2 b^T u - 2 a^T x_0 - x_0^T A x_0$ is a concave function in $(u, z)$. Let $S \in \mathbb{R}^{N_u \times N_u}$ be a nonsingular matrix for which $S^T S = \text{diag}(\sigma_1, \ldots, \sigma_{N_u})$ and $S^T C S = \text{diag}(\tau_1, \ldots, \tau_{N_w})$. Note that such a matrix exists by Remark 2.3. Since $\gamma > 0$, $w_0 = 0$ is in the interior of $W_\gamma$. Thus, we can apply Lemma 2.2, which states that (8) is equivalent to

$$\begin{align*}
\text{minimize} & \quad u^T B u + 2 b^T u + 1^T t + \gamma^2 \lambda \\
\text{subject to} & \quad u \in U, \quad \lambda \geq 0, \quad \left( [S^T(c + D^T u)]_i, t_i, \lambda \sigma_i - \tau_i \right) \in Q, \quad \forall i \in [N_w],
\end{align*}$$

where we removed the constant terms in the objective function. If $U$ is polyhedral or SOC-representable, then (9) can be reformulated as an SOCP, hence belongs to the same complexity class as the problem of minimizing (5) when $w = 0$. Note that $S$, $\sigma_i$, and $\tau_i$ do not depend on $x_0$ and thus can be precomputed offline.

Observe that the LMI in (7) has dimension $N_u + N_w + 1$, i.e., it scales linearly with $N$. On the other hand, the dimension of each SOC constraint in (9) is $n_i = 2$, but the number of these constraints is equal to $N_w$.

**Remark 3.1.** Any feasible solution $(u', z')$ of (8) is robust against the worst-case realization of $w$ that resides within $W_\gamma$, where a larger value of $\gamma$ promotes the robustness of $(u', z')$, while the robustness of the solutions often induces probabilistic guarantees. For instance, if the disturbances $w$ are perceived as independent and normally distributed random variables, then a probabilistic guarantee for the feasibility of $(u', z')$ is provided in [BB07, Thm. 8].

### 3.2 Robust Regret-Optimal Control

In this section we adopt a different control objective, which is common in the online learning community [SS12], and has recently received an increasing interest in the control community as well [GHM20, GH20]. Instead of minimizing the worst-case cost as in (6), we wish to minimize the worst-case regret, i.e., find a $u^*$ that solves

$$\min_{u \in U} \max_{w \in W_\gamma} \left( J(x_0, u, w) - \min_{w \in V} J(x_0, v, w) \right),$$

(10)
where $\mathcal{V} \supseteq \mathcal{U}$. In (10) we compare the worst-case performance of the system driven by control input $u$ against using control input $v$, which (i) knows the whole vector of disturbances $w$ in advance, and (ii) can choose the sequence of control inputs from a possibly larger set $\mathcal{V}$. Therefore, the optimal value of problem (10) is always nonnegative.

We next consider the case where $\mathcal{V} = \mathbb{R}^{N_w}$. The inner minimization problem in (10) reduces to

$$\min_v \max_w J(x_0, v, w),$$

which has the closed-form solution $v^* = -B^{-1}(b + Dw)$. Plugging $v^*$ into (10), we obtain

$$\min_{u \in \mathcal{U}} \max_{w \in \mathcal{W}_\gamma} \left( w^T D^T B^{-1} Dw + 2(D^T B^{-1} b + D^T u)^T w + u^T Bu + 2b^T u + b^T B^{-1} b \right),$$

which has the same structure as (6). Using similar arguments as in Section 3.1, it follows that (10) is equivalent to

$$\min_{(u, \alpha, \beta)} \alpha + \mu^T \beta$$

subject to $u \in \mathcal{U}$, $\beta \geq 0$

$$\alpha + w^T H^T \beta \geq J(x_0, u, w), \quad \forall w \in \mathcal{W}_\gamma,$$

where $S \in \mathbb{R}^{N_w \times N_w}$ is a nonsingular matrix for which

$$S^T S = \text{diag}(\sigma_1, \ldots, \sigma_{N_w}) \quad \text{and} \quad S^T D^T B^{-1} D S = \text{diag}(\tau_1, \ldots, \tau_{N_w}).$$

### 3.3 Distributionally Robust Control

Robust control may be too conservative as no statistical knowledge about the disturbance $w$ is incorporated in (6). One popular remedy is to adopt a distributionally robust approach [WKS14], where one seeks an optimal control input vector $u$ that minimizes the expected value of the cost function $J$ with respect to the worst-case probability distribution $\mathbb{P}$ that resides within the ambiguity set $\mathcal{P}$, i.e.,

$$\min_{u \in \mathcal{U}} \sup_{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[J(x_0, u, w)],$$

(11)

where $\mathcal{P} = \{ \mathbb{P} \in \mathcal{P}_0(\mathcal{W}_\gamma) \mid \mathbb{E}_{\mathbb{P}}[H \hat{w}] \leq \mu \}$ contains all probability distributions that satisfy $m$ first-order moment conditions that are modeled through $H \in \mathbb{R}^{m \times N_w}$ and $\mu \in \mathbb{R}^m$, and $\mathcal{P}_0(\mathcal{W}_\gamma)$ represents a family of all distributions supported on $\mathcal{W}_\gamma$. The considered ambiguity set $\mathcal{P}$ can incorporate, for instance, the mean and mean-absolute deviation of the disturbances; we refer the interested reader to [WKS14, CSX20] for more details on the expressiveness of $\mathcal{P}$.

Thanks to [Sha01, Prop. 3.4], we can reformulate (11) as the following semi-infinite problem under mild regularity conditions:

$$\min_{(u, \alpha, \beta)} \alpha + \mu^T \beta$$

subject to $u \in \mathcal{U}$, $\beta \geq 0$

$$\alpha + w^T H^T \beta \geq J(x_0, u, w), \quad \forall w \in \mathcal{W}_\gamma.$$

(12)
Since (12) has the same structure as (8), we can follow similar arguments as in Section 3.1 to show that it is equivalent to

\[
\begin{align*}
\text{minimize} & \quad u^T Bu + 2b^T u + 1^T t + \gamma^2 \lambda + \mu^T \beta \\
\text{subject to} & \quad u \in \mathcal{U}, \quad \beta \geq 0, \quad \lambda \geq 0 \\
& \quad \left( S^T (c + D^T u - \frac{1}{2} H^T \beta) \right)_i, t_i, \lambda \sigma_i - \tau_i \in \mathcal{Q}, \quad \forall i \in [N_w],
\end{align*}
\]

where \(S, \sigma_i,\) and \(\tau_i\) are the same as in Section 3.1.

Similarly, the following distributionally robust version of the regret-optimal control problem (10) with \(\mathcal{V} = \mathbb{R}^{N_u}\)

\[
\begin{align*}
\text{minimize} & \quad u^T Bu + 2b^T u + 1^T t + \gamma^2 \lambda + \mu^T \beta \\
\text{subject to} & \quad u \in \mathcal{U}, \quad \beta \geq 0, \quad \lambda \geq 0 \\
& \quad \left( S^T (D^T (B^{-1} b + u) - \frac{1}{2} H^T \beta) \right)_i, t_i, \lambda \sigma_i - \tau_i \in \mathcal{Q}, \quad \forall i \in [N_w].
\end{align*}
\]

4 Reconfigurable Terminal Constraints in MPC

For a linear time-invariant discrete-time system

\[ x_{k+1} = Ax_k + Bu_k, \quad (13) \]

with \(A \in \mathbb{R}^{n_x \times n_x}, \ B \in \mathbb{R}^{n_x \times n_u},\) state constraints \(x_k \in \mathcal{X},\) and input constraints \(u_k \in \mathcal{U},\) the MPC law is defined through the solution of a constrained finite-time optimal control problem in a receding horizon fashion. A well-known approach for ensuring asymptotic stability and recursive feasibility of the MPC scheme is to include a particular terminal cost and/or terminal constraints in the problem [SD87, MRRS00].

The MPC optimization problem with these terminal ingredients can be formulated as

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{N-1} l(x_k, u_k) + \psi(x_N) \\
\text{subject to} & \quad x_0 = x_{\text{init}} \\
& \quad x_{k+1} = f(x_k, u_k), \quad \forall k \in \{0, \ldots, N-1\} \\
& \quad x_k \in \mathcal{X}, \quad \forall k \in \{1, \ldots, N-1\} \\
& \quad u_k \in \mathcal{U}, \quad \forall k \in \{0, \ldots, N-1\} \\
& \quad x_N \in \mathcal{T},
\end{align*}
\]

where \(l : \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}\) is the stage cost, \(\mathcal{T} \subseteq \mathcal{X}\) the terminal set, \(\psi : \mathcal{T} \rightarrow \mathbb{R}\) the terminal cost, \(x_{\text{init}} \in \mathcal{X}\) the initial state, and

\[
\begin{align*}
\mathbf{u} & := (u_0, u_1, \ldots, u_{N-1}) \\
\mathbf{x} & := (x_0, x_1, \ldots, x_N).
\end{align*}
\]
While $l$, $X$, and $U$ are typically part of control specifications, the terminal ingredients $\psi$ and $T$ are design choices and can be used to ensure asymptotic stability and recursive feasibility of the MPC scheme. Although the terminal ingredients are usually computed offline, as part of the controller design phase, the authors in [SLG14] consider a \textit{polyhedral} terminal set, which can be scaled and translated online, i.e., its center and the scaling factor are computed within the MPC optimization problem. The flexibility in choosing the terminal set online results in an enlarged feasible region of problem (14), which in general improves the performance of the controller.

We consider polyhedral state and input constraints, and an \textit{ellipsoidal} terminal set given by

\begin{align*}
X &= \{ x \in \mathbb{R}^n_x \mid Ex \leq f \} \quad (15a) \\
U &= \{ u \in \mathbb{R}^n_u \mid Gu \leq h \} \quad (15b) \\
T &= \{ x \in \mathbb{R}^n_x \mid (x - c)^T P(x - c) \leq r^2 \}, \quad (15c)
\end{align*}

where $E \in \mathbb{R}^{n_x \times n_x}$, $f \in \mathbb{R}^n$, $G \in \mathbb{R}^{m \times n_u}$, $h \in \mathbb{R}^m$, and $P \in \mathbb{S}^{n_x}_{++}$ are assumed to be known. While most approaches assume $c \in \mathbb{R}^{n_x}$ and $r > 0$, that determine the center and scaling of the terminal set, are fixed quantities, we consider them as decision variables. A similar form of the reconfigurable terminal set is used in [AEL20] in the context of distributed MPC.

### 4.1 Online Computation of the Terminal Set

A standard way to ensure asymptotic stability and recursive feasibility of the MPC scheme is to assume that after applying the sequence of $N$ control inputs computed in (14), a linear terminal controller $\kappa: T \to U: x \mapsto Kx$, with $K \in \mathbb{R}^{n_u \times n_x}$, takes over controlling the system. We assume that the terminal controller is stabilizing so that the terminal closed-loop dynamics $x_{k+1} = A_{cl}x_k$, with $A_{cl} := A + BK$, is stable.

The closed-loop system controlled with the MPC scheme is asymptotically stable and recursively feasible if (i) $T$ is a positively invariant set of system (13) controlled with a terminal controller $\kappa$, (ii) $T$ is included in $X$, and (iii) running the terminal controller on $T$ does not violate the input constraints [MRRS00]. In other words, we want to ensure that for all $x \in T$, the following inclusions hold:

\begin{align*}
A_{cl}x &\in T \quad (16a) \\
x &\in X \quad (16b) \\
Kx &\in U. \quad (16c)
\end{align*}

The authors in [AEL20] and [DEL20] consider similar requirements and reformulate the robust constraints in (16) as LMIs. We next show how to reformulate them as linear and SOC constraints.

#### 4.1.1 Positive invariance

The robust constraint in (16a), with $T$ given by (15c), can be written as

$$(A_{cl}x - c)^T P (A_{cl}x - c) \leq r^2, \quad \forall x: (x - c)^T P (x - c) \leq r^2.$$
We rewrite the constraint above in terms of auxiliary variables \(s = r^{-1}(x-c)\) and \(\hat{c} = r^{-1}c\),

\[
s^T A_{cl}^T P A_{cl} s + 2\left(A_{cl}^T P (A_{cl} - I) \hat{c}\right)^T s \leq 1 - \hat{c}^T M \hat{c}, \quad \forall s: s^T P s \leq 1, \tag{17}
\]

where \(M := (A_{cl} - I)^T P (A_{cl} - I) \succeq 0\). Let \(S \in \mathbb{R}^{n_x \times n_x}\) be a nonsingular matrix for which

\[
S^T P S = \text{diag}(\pi_1, \ldots, \pi_{n_x}) \quad \text{and} \quad S^T A_{cl}^T P A_{cl} S = \text{diag}(\alpha_1, \ldots, \alpha_{n_x}). \tag{18}
\]

Since \(s_0^T P s_0 < 1\) for \(s_0 = 0\), we can apply Lemma 2.2, which states that (17) holds if and only if there exists \((\lambda, t) \in \mathbb{R}_+ \times \mathbb{R}^{n_x}\) such that

\[
1^T t + \lambda \leq 1 - \hat{c}^T M \hat{c} \quad \left(\left[S^T A_{cl}^T P (A_{cl} - I) \hat{c}\right]_{i}, t_i, \lambda \pi_i - \alpha_i \right) \in \mathcal{Q}, \quad \forall i \in [n_x].
\]

Multiplying both constraints by \(r\) and using Lemma 2.1, we obtain

\[
\|\left(2M^{1/2}, 1^T \hat{t} + \hat{\lambda}\right)\|_2 \leq 2r - 1^T \hat{t} - \hat{\lambda} \quad \left(\left[S^T A_{cl}^T P (A_{cl} - I) c\right]_{i}, \hat{t}_i, \hat{\lambda} \pi_i - r \alpha_i \right) \in \mathcal{Q}, \quad \forall i \in [n_x], \tag{19}
\]

where \(\hat{\lambda} = r\lambda\) and \(\hat{t} = rt\).

### 4.1.2 State and input constraints

The robust constraints in (16b) and (16c), with \(\mathcal{X}, \mathcal{U}, \) and \(\mathcal{T}\), given by (15), can be written as

\[
Ex \leq f, \quad \forall x: (x - c)^T P (x - c) \leq r^2 \tag{20a}
\]

\[
G K x \leq h, \quad \forall x: (x - c)^T P (x - c) \leq r^2. \tag{20b}
\]

Even if \(\mathcal{X}\) and \(\mathcal{U}\) contained quadratic constraints, we would be able to reformulate (16b) and (16c) as a set of linear and SOC constraints using similar arguments as in the previous section. As \(\mathcal{X}\) and \(\mathcal{U}\) are polyhedral, we next show that (20) can be reformulated using only linear constraints.

Introducing an auxiliary variable \(p = P^{1/2}(x - c)\), we can rewrite (20a) as

\[
Ec + EP^{-1/2}p \leq f, \quad \forall p: \|p\|_2 \leq r,
\]

which can be reformulated in a similar fashion as done in [BV04, §4.3.1]. In particular, we consider the \(j\)-th constraint

\[
e_j^T c + \hat{e}_j^T p \leq f_j, \quad \forall p: \|p\|_2 \leq r,
\]

where \(e_j^T\) and \(\hat{e}_j^T\) denote the \(j\)-th rows of \(E\) and \(EP^{-1/2}\), respectively. This robust constraint is satisfied if and only if

\[
e_j^T c + \sup_{\|p\|_2 \leq r} (\hat{e}_j^T p) \leq f_j,
\]
which is equivalent to
\[ e_j^T c + \|\hat{e}_j\|_2 r \leq f_j. \]

Therefore, (20a) holds if and only if the inequality above holds for all \( j \in [n] \), i.e.,
\[ e_j^T c + \|\hat{e}_j\|_2 r \leq f_j, \quad j \in [n]. \tag{21} \]

Similarly, (20b) is equivalent to
\[ g_j^T c + \|\hat{g}_j\|_2 r \leq h_j, \quad j \in [m], \tag{22} \]
where \( g_j^T \) and \( \hat{g}_j^T \) denote the \( j \)-th rows of \( GK \) and \( GKP^{-1/2} \), respectively.

### 4.2 Tractable Reformulation of the MPC Problem

The constraint \( x_N \in \mathcal{T} \) is equivalent to
\[ \|P^{1/2}(x_N - c)\|_2 \leq r. \]

Therefore, problem (14) with \( \mathcal{X}, \mathcal{U}, \) and \( \mathcal{T} \) given by (15), together with the positive invariance conditions in (16), is equivalent to

\[ \begin{align*}
& \text{minimize} \quad \sum_{k=0}^{N-1} l(x_k, u_k) + \psi(x_N) \\
& \text{subject to} \\
& \quad x_0 = x_{\text{init}} \\
& \quad x_{k+1} = Ax_k + Bu_k, \quad \forall k \in \{0, \ldots, N-1\} \\
& \quad Ex_k \leq f, \quad \forall k \in \{1, \ldots, N-1\} \\
& \quad Gu_k \leq h, \quad \forall k \in \{0, \ldots, N-1\} \\
& \quad \|P^{1/2}(x_N - c)\|_2 \leq r \\
& \quad (19), \ (21), \ (22). \end{align*} \]

In the standard case, in which \( l \) and \( \psi \) are convex quadratic functions as in (5), the problem above can be represented as an SOCP.

### 5 Numerical Example

To demonstrate the computational benefit of using a simplified \( \mathcal{S} \)-lemma, we evaluate the performance of the respective SDP and SOCP reformulations (7) and (9) of robust LQC problem (6) given in Section 3.1. We adapt a numerical example given in [BB07] and consider a simple linear system with time-invariant state, control, and disturbance matrices \( A_k = B_k = C_k = 1 \) for all \( k \) and initial state \( x_0 = -1 \). The cost function is given by \( Q_k = R_k = 0.9^k \) and \( q_k = r_k = 0 \) for all \( k \in \{0, 1, \ldots, N\} \). We set \( \gamma = 0.1 \) and define the input constraint set as \( \mathcal{U} = \{ u \in \mathbb{R}^{N_u} \mid -0.4 \cdot 1 \leq u \leq 0.4 \cdot 1 \} \).

We perform numerical tests on a Linux-based system with an i9-9900K @ 3.6 GHz (8 cores) processor and 64 GB of DDR4 3200Mhz RAM, and use CVXPY [DB16] and MOSEK [MOS20] to solve the optimization problems. Figure 1 shows the average computation times required to solve the resulting problems over 10 runs for each value of the prediction horizon \( N \). It can be seen that for longer prediction horizons solving the SOCP is more than 1000 times faster.
6 Conclusion

We have revisited the so-called simplified $S$-lemma and have shown that various optimization problems arising in control, that are usually formulated as SDPs, can be represented as SOCPs. This is particularly important for real-time applications that require the repeated solution of such an optimization problem, as SOCPs can be solved faster and require simpler numerical solvers. Our results pave the way for similar developments in other control schemes that currently use the standard $S$-lemma.
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