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Discussion of Future Research Topics
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We talked about a whole range of topics

“Power Systems Control – from Circuits to Economics”

All these topics have been expensively studied in the past, and they remain
important in the future — possibly with a different emphasis:

increasing uncertainty in generation

deregulated markets & pricing schemes

more and more power electronics sources

new technologies for sensing/comm/actuation

new elasticity in demand and batteries

advances in distributed control & optimization

. . .
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Other very important topics that we did not touch upon

wide-area estimation: PMUs, load identification, etc.

DC components in HVDC transmission, microgrids, etc.

power system optimization using latest start of the art tools

role of battery storage for balancing

load control & demand response

(vehicle charging, thermostatically-controlled loads, etc.)

“There are more papers on electric vehicles

than there are electric vehicles out there.”

— [Alejandro Garcia-Domingiez, Allerton ’15]
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Remember? — to be resolved on the last day
the very near future (actually today) holds a new (and very dominant) stability issue

?
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A little summary of almost everything we talked about
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System operation centered around synchronous generators

At the beginning was Tesla with the synchronousmachine:

M
d

dt
ω(t) = Pgeneration(t)− Pdemand(t)

change of kinetic energy = instantaneous power balance

Pgeneration

Pdemand

ω

The AC power grid has been designed around synchronous machines.

All of power system operation has been designed around them as well.

Recently: increasing renewables = retiring synchronous machines
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Recall: a few (of many) game changers

synchronous generator new workhorse scaling

location & distributed implementation

Almost all operational problems can principally be resolved . . .but one (?)
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Fundamental challenge: operation of low-inertia systems

We slowly loose our giant electromechanical low-pass filter:

M
d

dt
ω(t) = Pgeneration(t)− Pdemand(t)

change of kinetic energy = instantaneous power balance

Pgeneration

Pdemand

ω
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Low-inertia stability = true # 1 problem with renewables

# frequency violations in Nordic grid

(source: ENTSO-E)
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Fig. 3.2:  Frequency quality behaviour in Continental Europe during the last ten years. Source: Swissgrid 

It can clearly be observed how the accumulated time continuously increases with higher 
frequency deviations as well as the number of corresponding events. 

3.1.2. CAUSES 

The unbundling process has separated power generation from TSO, imposing new 
commercial rules in the system operating process. Generation units are considered as 
simple balance responsible parties without taking dynamic behaviour into account: slow 
or fast units. Following the principle of equality, the market has created unique rules for 
settlement: energy supplied in a time frame versus energy calculated from schedule in 
the same time frame. Energy is traded as constant power in time frame. 

The market, being orientated on energy, has not developed rules for real time operation 
as power. In consequence we are faced with the following unit behaviour (Figure 3.3): 

 

 

 

 

 
 
 
 
Fig. 3.3 a:  Unit behaviour in scheduled time frames. Source: Transelectrica 
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same in Switzerland (source: Swissgrid)

inertia is shrinking, time-varying, & localized, . . . & increasing disturbances

Solutions in sight: none really . . . other than emulating virtual inertia
through fly-wheels, batteries, super caps, HVDC, demand-response, . . .
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Resolution — the dominant future stability issue

Low-Inertia

Stability

10 / 21

Virtual inertia emulation
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M
d

dt
ω(t) = Pgeneration(t)−Pdemand(t) . . . essentially D-control

, decentralized & plug-and-play (passive mechanical loop)

/ suboptimal, wasteful in control effort, & need for new actuators
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Classification & choice of actuators

Feasibility: what are the key actuators to emulate inertia or other

transient control approaches? (how) can this be realized in large?

(source: Stephan Masselis)
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It actually matters where you emulate inertia!
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Optimal Placement of Virtual Inertia in Power Grids
Bala Kameshwar Poolla Saverio Bolognani Florian Dörfler⇤

January 14, 2016

Abstract
A major transition in the operation of electric power grids
is the replacement of bulk generation based on synchronous
machines by distributed generation based on low-inertia
power electronic sources. The accompanying “loss of ro-
tational inertia” and the fluctuations by renewable sources
jeopardize the system stability, as testified by the ever-
growing number of frequency incidents. As a remedy, nu-
merous studies demonstrate how virtual inertia can be em-
ulated through various devices, but few of them address
the question of “where” to place this inertia. It is however
strongly believed that the placement of virtual inertia hugely
impacts system efficiency, as demonstrated by recent case
studies. In this article, we carry out a comprehensive anal-
ysis in an attempt to address the optimal inertia placement
problem. We consider a linear network-reduced power sys-
tem model along with an H2 performance metric accounting
for the network coherency. The optimal inertia placement
problem turns out to be non-convex, yet we provide a set of
closed-form global optimality results for particular problem
instances as well as a computational approach resulting in
locally optimal solutions. We illustrate our results with a
three-region power grid case study and compare our locally
optimal solution with different placement heuristics in terms
of different performance metrics.

1 Introduction
As we retire more and more synchronous machines and re-
place them by renewable sources interfaced with power elec-
tronic devices, the stability of the power grid is jeopardized,
which has been recognized as one of the prime concerns by
transmission system operators [1, 2]. Both in transmission
grids as well as in microgrids, low inertia levels together
with variable renewable generation lead to large frequency
swings.

Not only are low levels of inertia troublesome, but par-
ticularly spatially heterogeneous and time-varying inertia
profiles can lead to destabilizing effects, as shown in an in-
teresting two-area case study [3]. It is not surprising that
rotational inertia has been recognized as a key ancillary ser-
vice for power system stability, and a plethora of mecha-
nisms have been proposed for the emulation of virtual (or

⇤This material is supported by ETH start-up funds and the SNF
Assistant Professor Energy Grant #160573. B.K. Poolla, S. Bolognani,
and F. Dörfler are with the Automatic Control Laboratory at the Swiss
Federal Institute of Technology (ETH) Zürich, Switzerland. Emails:
{bpoolla,bsaverio,dorfler}@ethz.ch.

synthetic) inertia [4–6] through a variety of devices (ranging
from wind turbine control [7] over flywheels to batteries [8]),
as well as inertia monitoring schemes [9] and even inertia
markets [10]. In this article, we pursue the questions raised
in [3] regarding the detrimental effects of spatially hetero-
geneous inertia profiles, and how they can be alleviated by
virtual inertia emulation throughout the grid. In particu-
lar, we are interested in the allocation problem “where to
optimally place the inertia” ?

The problem of inertia allocation has been hinted at be-
fore [3], but we are aware only of the study [11] explicitly
addressing the problem. In [11], the grid is modeled by the
linearized swing equations, and eigenvalue damping ratios
as well as transient overshoots (estimated from the system
modes) are chosen as optimization criteria for placing vir-
tual inertia and damping. The resulting problem is highly
non-convex, but a sequence of approximations led to some
insightful results.

In comparison to [11], we focus on network coherency as
an alternative performance metric, that is, the amplification
of stochastic or impulsive disturbances via a quadratic per-
formance index measured by the H2 norm [12]. As perfor-
mance index, we choose a classic coherency criterion penal-
izing angular differences and absolute frequencies, which has
recently been popularized for consensus and synchronization
studies [13–18] as well as in power system analysis and con-
trol [19–21]. We feel that this H2 performance metric is not
only more tractable than spectral metrics, but it is also very
meaningful for the problem at hand: it measures the effect
of stochastic fluctuations (caused by loads and/or variable
renewable generation) as well as impulsive events (such as
faults or deterministic frequency errors caused by markets)
and quantifies their amplification by a coherency index di-
rectly related to frequency volatility. Finally, in comparison
to [11], the damping or droop coefficients are not decision
variables in our problem setup, since these are determined
by the system physics (in case of damping), the outcome
of primary reserve markets (in case of primary control), or
scheduled according to cost coefficients, ratings, or grid-code
requirements [22].

The contributions of this paper are as follows. We provide
a comprehensive modeling and analysis framework for the
inertia placement problem in power grids to optimize an H2

coherency index subject to capacity and budget constraints.
The optimal inertia placement problem is characteristically
non-convex, yet we are able to provide explicit upper and
lower bounds on the performance index. Additionally, we
show that the problem admits an elegant and strictly convex
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Heuristics outperformed by H2 - optimal allocation

Scenario: disturbance at #4

I locally optimal solution
outperforms heuristic
uniform allocation

I optimal allocation ≈
matches disturbance

I inertia emulation at all
undisturbed nodes is
actually detrimental

⇒ location of disturbance &
inertia emulation matters
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An updated summary of almost everything we talked about
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A control perspective of almost everything we talked about

Classic power electronics control: emulate generator physics & control

Mω̇(t)︸ ︷︷ ︸
(virtual) inertia

= Pmech︸ ︷︷ ︸
tertiary control

− Dω(t)︸ ︷︷ ︸
primary control

−
∫ t

0

ω(τ) d τ︸ ︷︷ ︸
secondary control

− Pelec

Essentially all PID + setpoint control (simple, robust, & scalable)

Mω̇(t)︸ ︷︷ ︸
D

= P︸︷︷︸
set-point

− Dω(t)︸ ︷︷ ︸
P

−
∫ t

0

ω(τ) d τ︸ ︷︷ ︸
I

− Pelec

Control engineers should be able to do better . . .
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When searching for solutions remember John and Göran

efficient 

robust 

simple 

sustainable fragile 

wasteful 

complex 
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The business case

Who and how keeps track of system-wide inertia level and its spatial
distribution? How to schedule / monitor / bring it “online” / bill?

Inertia as market commodity? Or obligation? Who buys? Single sided
market? Double sided markets for balancing? (Why should I buy a flywheel
or install more complex control on my wind turbine?)

18 / 21

from predictability and repetitiveness to uncertainty

Power flow volatility. Trade-off: spatial resolution versus aggregation of
uncertainties. Challenge: Exploit the networking! (old idea, currently often
neglected in research). How to manage uncertainity on global (EU) level?



From macroscopic to “atomic” world and back

There is a benefit from aggregation: BRPs as building blocks on
macro-scale with good incentives. Good incentives for atomic
end-users?

Challenge: Economical incentives and built-in feedbacks for “good
level of” localisation of “desirable macroscopic properties” (inertia,
controllable primary and secondary power). “Good level” ← exploit
the networking by mastering and controlling inherent trade-offs

Challenge: Solution architecture is crucial (“hidden” and “invisible”:
local incentives form global behaviour), together with well defined
modules as open systems with well defined protocols and distributed
information / algorithms.
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the end


