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My job description @ETH is “Complex Systems Control’
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“Simple” control systems are well understood.

“Complexity” can enter in many ways ...
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A “complex” distributed decision making system

local subsystems and control

physical interaction

sensing & comm.

Such distributed systems include large-scale physical systems, engineered
multi-agent systems, & their interconnection in cyber-physical systems.
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Timely applications of distributed systems control

often the centralized perspective is simply not appropriate

robotic networks decision making social networks sensor networks

o

self-organization  pervasive computing  traffic networks smart power grids
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what makes power systems
(IMHOQO) so interesting?

My main application of interest — the power grid

o Electric energy is critical for
our technological civilization

o Energy supply via power grid

o Complexities: multiple scales,

NASA Goddard Space Flight Center nonlinear, & non-local
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Paradigm shifts in the operation of power networks

» hierarchical control & operation

Traditional top to bottom operation:

» generate/transmit/distribute power

> high renewable penetration

» demand response & load control

Smart & green power to the people:

» distributed generation & deregulation
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Why care about power system dynamics & control?

@ increasing renewables & deregulation

@ growing demand & operation at capacity

= increasing volatility & complexity,
decreasing robustness margins

www.offthegridnews.com

Rapid technological and scientific advances:

@ re-instrumentation: sensors & actuators

@ complex & cyber-physical systems

= cyber-coordination layer for smart gridJ

= need to understand the complex network dynamics & control J
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One system with many dynamics & control problems

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 19, NO. 2, MAY 2004 1387

Definition and Classification
of Power System Stability

IEEE/CIGRE Joint Task Force on Stability Terms and Definitions

Prabha Kundur (Canada, Convener), John Paserba (USA, Secretary), Venkat Ajjarapu (USA), Goran Andersson
(Switzerland), Anjan Bose (USA) , Claudio Canizares (Canada), Nikos Hatziargyriou (Greece), David Hill
(Australia), Alex Stankovic (USA), Carson Taylor (USA), Thierry Van Cutsem (Belgium), and Vijay Vittal (USA)
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We have to make a choice based on

many aspects depending on spatial /temporal/state scales, cause & effect, ...
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Tentative outline

Introduction

Power Network Modeling
Feasibility, Security, & Stability
Power System Control Hierarchy
Power System Oscillations

Conclusions

my particular focus is on networks |
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Disclaimers

@ start-off with “boring” modeling before we get to more “sexy” topics
@ we will cover mostly basic material & some recent “cutting edge” work
@ we will focus on simple models and developing physical & math intuition
@ we will not go deeply into the math though everything is sound

= cover fundamentals, convey intuition, & give references for the details
@ notation is mostly “standard” (watch out for sign & p.u. conventions)
@ ask me for further reading about any topic
@ interrupt & correct me anytime
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Many references available ... my personal look-up list

...to be complemented by references throughout the lecture

POWER GENERATION,
OPERATION,
anp CONTROL

Third Edition.

WILEY

Dynamics and
Control

of

Large
Flectric

P
DYNAMICS Power Systems

Stability‘and Controt

Waria lic = Juhn Zaborsiky

We will also use the blackboard . ..
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let’s start off with a quiz:

what is your background?
why are you interested in power?

what are your expectations?

Outline

Circuit Modeling: Network, Loads, & Devices
Kron Reduction of Circuits

Power Flow Formulations & Approximations
Dynamic Network Component Models

Circuit Modeling: Network,
Loads, & Devices
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AC circuits — starting from yesterday's lecture
@ power network modeled by linear k Rie  Lie i
RLC circuit, e.g., [1-model for ) ,
1 Cre Cre |
o transmission lines (mainly inductive) T 2 2 T

o distribution lines (resistive/inductive) >

e cables (capacitive effects)

o we will work in single-phase, e.g.,
g-phase of a balanced 3-phase circuit Ris L

@ quasi-stationary modeling at time {}
scales of interest: operation at nominal

. . RO Byel0ete™t
frequency w* with harmonic waveforms Eie

o phasor signals: vi(t) = Egel(%Fw"t)

e algebraic circuit: %Lkz ~iw* Ly

[A. Stankovic & T. Aydin '00] 13 /156




AC circuits — graph-theoretic modeling

@ a circuit is a connected & undirected graph G = (V,€)
o V=/{1,...,n} are the nodes or buses
o buses are partitioned as V = {sources} U {loads}

o the ground is sometimes explicitly modeled as node 0 or n+1

e £C {{i,j} S jE V} =V x V are the undirected edges or branches

o edges between distinct nodes {i,j} are the lines

o self-edges {i, i} (or edges to ground {i,0}) are the shunts

V={1,23}

£ ={{1.2}.{1,3}.{2.3},{3.3}}
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AC circuits — the network admittance matrix

Q Y =[Y}] € C"™" is the network admittance matrix with elements

for off-diagonal elements i # j

_1
v;=4 %
YUl 52— 43+ for diagonal elements i # j
Z/',shunt J7£I Z"f

o impedance = resistance + i- reactance: Zij = Rjj+1-Xj

o admittance = conductance + i- susceptance: Zi = Gjj+i-Bj
ij

3 1 1 _1 _ 1
Ty Z1> + Z13 Z1» Z13 0
t y=|TDET L SE ] o
- Zy2 Zy2 1 Iy 1 223 1 1
s "7 77 Zs shun
1 2 network Laplacian matrix diag(shunts)

Note quasi-stationary modeling: Zi3 = iw™*L13 with nominal frequency w*

AC circuits — basic variables

© basic variables: voltages & currents

e on nodes: potentials & current injections ~

i Gyj +1By; J

e on edges: voltages & current flows

Q quasi-stationary AC phasor coordinates for harmonic waveforms:

o e.g., complex voltage V = E el? denotes v(t) = E cos (0 + w*t) |

where V € C, E € Rxg, 6 € S, i = /=1, and w* is nominal frequency

I

Iy external injections: 1, b, 3

ground

potentials: Vi, Vb, V3

reference: Viground = OV
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AC circuits — fundamental equations
© Ohm’s law at every branch: /;_,; = %U(M - V)
O Kirchhoff’s current law for every bus: [; + Zj lii=0
@ current balance equations
==l =7 (Vi- Vi)=YV, or =Y.V |

I3

~ Vyround h Yiu Y2 Yi3| |[Vi
Ll =Y Y Y| [V
3 Y1 Y2 Ya3 [V3
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AC circuits — average power and power factor

on blackboard

v
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AC circuits — complex power

on blackboard

v
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AC circuits — power dissipated by RLC loads

on blackboard

v
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AC circuits — complex power summary

Q active & reactive power in AC circuits: &&» %

o active (average) power:
p=1 [ o) ityde =5 1VI- 1] -costo)

o reactive (0-average) power:

Q= ;/0 v(t) - i(t— T/4)dt:%-|V|-|I|-sin(¢)

C\,
= normalize voltage & current phasors: S 4V
Vi 1/V2 - Eel?
= complex power: S=V/I=P+iQ % I w

= active power 4 i- reactive power
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Static models for sources & loads

@ aggregated ZIP load model: b Z;

constant impedance Z + B I
K3
constant current | +

constant power P I Pi410Q;

e more general exponential load model: power = const. - (V / V,ef) ™"

@ conventional synchronous generators are typically controlled
to have constant active power output P and voltage magnitude E

@ sources interfaced with power electronics are typically controlled

to have constant active power P and reactive power Q
= PQ buses have complex power S = P + iQ specified
= PV buses have active power P and voltage magnitude E specified

= slack buses have E and 6 specified

Kron Reduction of Circuits
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Kron reduction [G. Kron 1939]
often (almost always) you will encounter Kron-reduced network models
I—_—ro{1+m3 __ 1m—{1—m3
Z12 2 Z23 - 212 + 223

General procedure:

@ convert const. power injections locally to shunt impedances Z =S/ Véf

@ partition linear current-balance equations via boundary & interior nodes:

|—/boundary-| _ |— Yboundary ‘ Ybound—int-| |— Vboundary-|
I_ /interior J |.Yb7<;und—int‘ yinterior J|_ Vinterior J
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Kron reduction cont’'d

on blackboard

v
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Kron reduction cont'd
@ Gaussian elimination of interior voltages:

-1 T
Vinterior = Tinterior (Iinterior - Ybound—int Vboundary)

“equivalent” reduced circuit

original circuit

=Y. -V Ired = Yred : Vboundary

o —1 T
= reduced Y-matrix: Yred — Yboundary - Ybound—int : Yinterior : Ybound—int

= reduced injeCti0n5: Ired = Iboundary - Ybound-int . Yinterior : Iinterior
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Examples of Kron reduction

algebraic properties are preserved but the network changes significantly

@ Star-A transformation [A. E. Kennelly 1899, A. Rosen '24]

A = X

@ Kron reduction of load buses in IEEE 39 New England power grid

= topology without weights is meaningless!
= shunt resistances (loads) are mapped to line conductances

= many properties still open [FD & F. Bullo '13, S. Caliskan & P. Tabuada '14]
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Kron reduction — so simple yet still full of mysteries

Decision and Control

o ez

Kron Reduction of Graphs With Applications to
Electrical Networks

Florian Dirfler and Francesco Bullo

The Behavior of Linear Time Invariant RLC Circuits

Exik L Verriest and Jan C. Willems

erecin Cor I p—
£ i el Systems & Control Letters m
sl

Jourmathomepage: v slseviercomocatasysconia

Characterization and partial synthesis of the behavior of resistive circuits
at their terminals

Arjan van der Schaft*

ABsTRACT

o
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Power Flow Formulations &
Approximations




Power balance eqn’s:  “power injection = X power flows"

@ complex form: S; = V;I; = > ViYjVjor S= diag(V)WJ

= purely quadratic and useful for static calculations & optimization

@ rectangular form: insert V = e +if and split real & imaginary parts:
active power:  P; = 3. Bj(eif; — figj) + Gy(eie; + fify)

reactive power:  Q; = — . Bj(ejg; + fif;) + Gj(eif; — fig))

= purely quadratic and useful for homotopy methods & QCQPs

© matrix form: define unit-rank p.s.d. Hermitian matrix W = V ~VT

with components Wj; = V;V;, then power flow is S; = ZJ- Vij Wi J

= linear and useful for relaxations in convex optimization problems

28 /156

TRANSACTIONS ON CONTROL OF NETWORK SYSTEMS

Power balance eqn’s — digression

if you're interested in power flow optimization, take a close look at the matrix form

Convex Relaxation of Optimal Power Flow—~Part I:
Formulations and Equivalence

Steven H. Low, Fellow, IEEE

Abstract—This tutorial summarizes recent advances in the convex
relaxation of the optimal power flow (OPF) problem, focusing on
structural properties rather than algorithms. Part I presents two
power flow models, formulates OPF and their relaxations in each
model, and proves equivalence relationships among them. Part II
presents sufficient conditions under which the convex relaxations are
exact.

Index Terms—Convex relaxation, optimal power flow, power
systems, quadratically constrained quadratic program (QCQP),
second-order cone program (SOCP), semidefinite program
(SDP), semidefinite relaxation.

1. INTRODUCTION

OR our purposes, an optimal power flow (OPF) problem is

a mathematical program that seeks to minimize a certain
function, such as total power loss, generation cost or user
disutility, subject to the Kirchhoff’s laws, as well as capacity,
stability, and security constraints. OPF is fundamental in power
system operations as it underlies many applications such as
economic dispatch, unit commitment, state estimation, stability
and reliability assessment. volt/var control. demand response. etc.

SOCP for radial networks in the branch flow model of [45]. See
Remark 6 below for more details. While these convex relaxations
have been illustrated numerically in [22] and [23], whether or
when they will turn out to be exact is first studied in [24].
Exploiting graph sparsity to simplify the SDP relaxation of OPF
is first proposed in [25] and [26] and analyzed in [27] and [28].

Convex relaxation of quadratic programs has been applied to
many engineering problems; see, e.g., [29]. There is a rich theory
and extensive empirical experiences. Compared with other
approaches, solving OPF through convex relaxation offers
several advantages. First, while DC OPF is useful in a wide
variety of applications, it is not applicable in other applications;
see Remark 10. Second, a solution of DC OPF may not be
feasible (may not satisfy the nonlinear power flow equations). In
this case, an operator may tighten some constraints in DC OPF
and solve again. This may not only reduce efficiency but also
relies on heuristics that are hard to scale to larger systems or faster
control in the future. Third, when they converge, most nonlinear
algorithms compute a local optimal usually without assurance on
the quality of the solution. In contrast, a convex relaxation
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Power balance eqn’s — cont'd
@ branch flow eqn’s parameterized in flow variables [M. Baran & F. Wu '89]:

o Ohm's law: V; -V, = Z;l;;
e branch power flow i — j: S; = V,E

e power balance at node i:

Z Sik + Yishunt| Vi> = Si + Z (Sji — Zj|l1?)

kii—k Jij—i

outgoing flows incoming flows

Branch Flow Model: Relaxations
rt 1

o DistFlow formulation (or SOCP relaxation) in

terms of square magnitude variables |V;|? and |/;|?

o lossless approximation can be solved exactly in
acyclic networks
[M. Baran & F. Wu '89, M. Farivar, L. Chen, & S. Low '13]

Power balance eqn’s — cont'd

active power: By =

reactive power: Q;

@ polar form: insert V = Ee? and split real & imaginary parts:

Zj B,JE,EJ sin(0,~ — 9J) aF G,JE,EJ COS(H,‘ — QJ)

— Zj BUE,EJ COS(Q,’ = 9j) a4 GUE,EJ sin(t9,- — 9])

= will be our focus today since ...
@ power system specs on frequency %Q(t) and voltage magnitude E

e dynamics: generator swing dynamics affect voltage phase angles
& voltage magnitudes are controlled to be constant

o physical intuition: usual operation near flat voltage profile V; ~ 1e'¢
which will give rise to various insights for analysis & design
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> active power:

> reactive power:

P =

Power flow simplifications & approximations

power flow equations are too complex & unwieldy for analysis & large computations

Zj B,'J'E,'Ej sin(9,— = 9_,) aF G,:,'E,'Ej COS(«9,‘ = 9_,)
Q = — Zj B,'J'E,'E_,' cos(f; — 9J') = G,'J'E,'E_,' sin(6; — (9j)

© lossless transmission lines

active power: P, =

reactive power:

Rij/Xij = = Gjj/Bjj = 0
>.; BiEiEjsin(6; — 6;)

Q,' = —Zj B,'jE,'EjCOS(@,'—aj)

. . 1 ie. |oPjoe opjOE| _ [« 0
@ decoupling near operating point V; =~ 1e'?: 0Q/00 9Q/0E| = 0 «
active power:  P; = . Bjsin(6; — 0;)
reactive power: Q; = —zj BjEiE;
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Power flow simplifications & approximations cont'd

> active power: P = Zj B,’_,'E,'Ej sin(9; = 09_,') aF G,:,'E,'E_,' COS(9,’ = 09_,')

> reactive power: Q; = —}_; BjEiEjcos(0; — 0;) + GjE;Ejsin(0; — 6;)

@ linearization for small flows near operating point V; ~ le'¢:

> Bii(0i —0))
Qi = > Bij(Ei— Ej)

active power: P, =

reactive power: :

@ Multiple variations & combinations are possible
o linearization & decoupling at arbitrary operating points

o lines with constant R/X ratios [FD, J. Simpson-Porco, & F. Bullo '14]

advanced linearizations [S. Bolognani & S. Zampieri '12, '15, B. Gentile et al. '14]

“plenty of heuristics in the hidden stashes of industry”
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DC Power Flow Revisited

Brian Stott, Fellow, IEEE, Jorge Jardim, Senior Member, IEEE, and Ongun Alsag, Fellow, IEEE

Abstract—Linear MW-only “dc¢” network power flow models
are in widespread and even increasing use, particularly in con-
gestion-constrained market applications. Many versions of these
approximate models are possible. When their MW flows are rea-
sonably correct (and this is by no means assured), they can often
offer compelling advantages. Given their considerable importance
in today’s electric power industry, dc models merit closer scrutiny.
This paper attempts such a re-examination.

Index Terms—Congestion revenue rights, contingency analysis,
dc power flow, ic di h, fi ial tr ission rights,
LMP pricing, unit commitment.

1. INTRODUCTION

HIS paper addresses so-called “dc” MW-only power flow
modeling, which is of increased interest today because
of recent upsurges in its use—mostly in LMP-based market
applications where prices are constrained by network conges-

tian Quah annalicatinne inclnda vanl tima camisity ranoteainad

II. WHY DC MODELS?

The linear, bilateral, non-complex, often state-independent,
properties of a dc-type power flow model have considerable an-
alytical and computational appeal. The use of such a model is
limited to those MW-oriented applications where the effects of
network voltage and VAr conditions are minimal (a very dif-
ficult-to-judge criterion). But then, as opposed to using the ac
power flow model, the perceived advantages of a dc model are
as follows.

(a) Its solutions are non-iterative, reliable and unique.

(b) Its methods and software are relatively simple.

(c) Its models can be solved and optimized efficiently, partic-

ularly in the demanding area of contingency analysis.

(d) Its network data isminimal and relatively easy to obtain.

(e) Its linearity fits the economic theory on which much of

transmission-oriented market design is based.

(f) Its approximated MW flows are reasonably accurate, at

least for the heavily loaded branches that might constrain
system operation.

DC power flow assumptions are discussed in every book

Conclusion on the most limiting assumption of DC power flow: R/X =~ OJ
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Power flow decoupling for constant (non-zero) R/X ratios

typically a much better assumption (on blackboard)

v
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Advanced approximation method [S. Bolognani & S. Zampieri '15]

@ nonlinear power flow equations in complex form

e power line equations: YV =1
e nodal equation: S; = Vil;

e at least one node regulated at a nominal voltage magnitude Egy

@ no assumption on topology or X & R and no decoupling

o first order Taylor’s expansion around Ey = oo
@ existence of flat voltage solution for Ey = oo

@ Taylor's terms computed via implicit function theorem

+ CISE?)

@ nodal currents: [; =

ol

0

(Eo)

-l-Eoz

Jjwl Mol

© bus voltages: YV =

c(Eo)

Q c(Ey) bounded in By = neglect £

for large Eg
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Advanced approximation method — cont'd
= LINEAR power flow formulation:

e S . lEo) J

=

= convenient model for power
distribution grids with lossy lines.

= explicit approximation bound:
if  E§ > #max||S||tot

Almax|| S ot

then H C(EZO)
E;
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Advanced approximation method — cont'd

@ same approximation expressed in polar coordinates

o angles: 6 = 1,00 + &Im(Y'S)
0

e voltage magnitudes: E =1,E) + EioRe(YTS)

where YT is a pseudoinverse of Y.
@ purely inductive lines Y = iB = recover DC power flow model

@ performance evaluation for test feeder:

00—
0519 O exact solution e linearized model
® x  DC power flow model
1l x®
x ®

~15| «®e CRCRORCRORORORO)
CRORO) CEORO)
® [CRONONOYO)

voltage angle

2t o XXX XXX %
X eee®o0@ X xxx

—25| e

25 ®eooocovoctrsrey O °O°

_al X x x
3 XXX

x X X X X X X x
35| ><><><xx><><><><><x><><><

bus 1 bus 55
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Dynamic Network
Component Models



http://github.com/saveriob/approx-pf

Modeling the “essential” network dynamics

models can be arbitrarily detailed & vary on different time/spatial scales

@ active and reactive power flow

@ passive constant power loads

i

T O R +iQ)

© electromech. swing dynamics
of synchronous machines

Pi,inj < ) Pi,mech

@ inverters: DC or variable AC
sources with power electronics

Pijinj = Zj BjiEiEjsin(0; — 0))
Qi,inj = — ZJ BUE,EJ COS(Q,‘ — 0])

Pi,inj = P; = const.

Qiinj = Qi = const.

M,‘é,’ + D,'é,' = Pimech — Piinj

E; = const.

(i) have constant/controllable PQ

(ii) or mimic generators with M = 0
39/156

Common variations in dynamic network models

dynamic behavior is very much dependent on load models & generator models
Dif; + Pj = —Pi inj
i(Vi)+ Qi = —Qiinj

© frequency/voltage-depend. loads
[A. Bergen & D. Hill '81, I. Hiskens &
D. Hill ‘89, R. Davy & I. Hiskens '97]

@ network-reduced models after
Kron reduction of loads
[H. Chiang, F. Wu, & P. Varaiya '94]

Miéi + Déi = Pi,mech
— ) BjEiE;sin(0; — 6;)
J
- Z G,'J'E,'Ej COS(Q,‘ - 91)
J

effect of resistive loads
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Structure-preserving power network model [A. Bergen & D. Hil '81]

without Kron-reduction of load buses

0;
e generator swing dynamics:  M;w;

Qi

D;b;

Qi

o frequency-dependent loads:

Wi

—Diw; + P; = ByE:E;sin(6; — 6;)
J

— > BjEiE; cos(0; — 0;)
J

P; — Zj BjE:Ejsin(0; — 6;)

— > BjEiE; cos(0; — 0;)
J

@ in academia: this “baseline model” is typically further simplified:
decoupling, linearization, constant voltages, ...

@ in industry: much more detailed models used for grid simulations

= IMHO: above model captures most interesting network dynamics
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Common variations in dynamic network models — cont'd

dynamic behavior is very much dependent on load models & generator models

© higher order generator dynamics
[P. Sauer & M. Pai '98]

voltages, controls, magnetics etc.

@ dynamic & detailed load models
[D. Karlsson & D. Hill '94]

aggregated dynamic load behavior

© time-domain models [S. Caliskan &
P. Tabuada '14, S. Fiaz et al. '12]

passive Port-Hamiltonian models
for machines & RLC circuitry

Dynamics and “Power system
| Control

of H
i research is all

Power System
Stability and
Control

EﬂﬂmﬂSl about the art of
OWer aystem: . .
- making the right

POWE
| SYSTEMS

© ANALYSIS

assumptions.”

Waria i = Jobn Tabarsiky
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Lots of current research activity on time-domain models

Content st avilabl at ScinceDiect

European Journal of Control

A pon—Hamllmman approach to power network modeling and analysis

S. Fiaz*
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Compositional Transient Stability Analysis
of Multimachine Power Networks

Sina Yamac Caliskan and Paulo Tabuada
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Synchronization of Nonlinear Circuits in Dynamic
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1. INTRoDUCTION

Outline

Decoupled Active Power Flow (Synchronization)
Reactive Power Flow (Voltage Collapse)
Coupled & Lossy Power Flow

Transient Rotor Angle Stability
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Decoupled Active Power Flow
(Synchronization)

Our first stab at power system stability
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Preliminary insights on decoupled and lossless power flow

power flow equations:

n _ = solution space: T" =S x --- x S?
P; = Zj:l Bijjsin(0; — 6))

rotational symmetry:

. : . : : 1
if 0% is a solution = solution space: T"\'S

= @* + const. - 1, is another solution

necessary feasibility condition: | = power balance

w .
E - P; =0 < 3 asolution | = typically not true
=

due to unknown load demand

= need to consider dynamics

Homework: think about the above conditions in coupled and/or lossy caseJ
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Synchronization & feasibility of active power flow

basic problem setup

o structure-preserving power network model [A. Bergen & D. Hill '81]:

synchronous machines: M;0; + D;0; = P; — Z Bijjsin(0; — 6;)
J

frequency-dependent loads: D;§; = P; — Z Bijsin(0; — 0))
U

@ synchronization = sync'd frequencies & bounded active power flows

éizwsychIGV & |0i—0j|§7<7r/2v{i7j}€gJ

= active power flow feasibility & security constraints

@ sync is crucial for the functionality and operation of the power grid

o explicit sync frequency: if sync, then

wsync = >_; Pi/ > Di J
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Synchronization & feasibility of active power flow

some key questions

Given: network parameters & topology and load & generation profile
Q: “d an optimal, stable, and robust sync'd operating point 7" J

@ Security analysis  [Araposthatis et al. '81, Wu et al. '80 & '82, lli¢ '92, ...]

@ Load flow feasibility [Chiang et al. '90, Dobson '92, Lesieutre et al.’99, ...]

© Optimal generation dispatch [Lavaei et al. '12, Bose et al. '12, ...]

@ Transient stability [Sastry et al. '80, Bergen et al. '81, Hill et al. '86, ...]

@ Inverters in microgrids  [Chandorkar et. al.'93, Guerrero etal.'09, Zhong'11,...]
@ Complex networks [Hill et al. '06, Strogatz '01, Arenas et al ‘08, ...]

Further reading

Synchronization in complex oscillator networks
on sync problem:

and smart grids

Florian Dérfler*™", Michael Chertkov®, and Francesco Bullo®

ical Systems, and Computation, University of California, Santa Barbara, CA 93106; and “Center for Nonlinear Studies and Theory
I Lab o5 Alamos, NM 87545

Edited by Steven H. Strogatz, Cornell U

ithaca, NY, and accepted by the Editorial Board November 14, 2012 (received for review July 16, 2012)

The emergence of synchronization in a network of coupled oscil- ~ oscillators V; with Newtonian dynamics, inertia coefficients M;,
lators is a fascinating topic in various scientific disciplines. A widely  and viscous damping D;. The remaining oscillators V; feature
adopted model of a coupled oscillator network is characterized by first-order dynamics with time constants D;. A perfect clectrical
a population of heterogeneous phase oscillators, a graph describ- analog of the coupled oscillator model [1] is given by the classic
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| PN AS

A perspective from coupled oscillators

Mechanical oscillator network Pl/ \P2

Angles (61,...,6,) evolve on T" as

M;é,‘ 4 D,'é,' = P; — Zj Bj sin(0; — H.I')J

e inertia constants M; > 0 \
Ps

e viscous damping D; > 0

e external torques P; € R

e spring constants B > 0

Structure-preserving power network
M,'é,' aF D;é,‘ = P; — Zj B,'j Sin(e,' = 9j)

D,‘é,‘ = P,' — Zj B,'j Sin(e,' — (9j)
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Phenomenology of sync in power networks

@ sync is crucial for AC power grids

91‘@

9 s 10

weak coupling & heterogeneous

oo\

P

0.5

[

-0.5

-1

0;(t)

1S5 10 20 30

strong coupling & homogeneous ;s

Phenomenology of sync in power

@ sync is crucial for AC power grids

VP

@ sync is a trade-off

91‘&75)

s 10

weak coupling & heterogeneous

networks

Q)
Q)
Q)

Blackout India July 30/31 20425,

Derivation of a two-bus toy model

on blackboard

v
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Back of the envelope calculations for the two-node case

generator connected to identical motor shows bifurcation at difference angle 6 = /2

P, Bsin(#) P,
.—> VVVYVYV —>.
_—
generator motor

M6 + D§ = P — P> — 2Bsin(9) |

active

powel/\

stble unstab.

2Bsin(6)
0

|Pr — P

J stable sync < B > |P; — P»|/2 < “ntwk coupling > heterogeneity”

4 N
Q1: Quantitative generalization to a

complex & large-scale network?

Q2: What are the particular metrics

for coupling and heterogeneity?
J
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Some properties of Laplacian matrices Who knows consensus systems?
on blackboard on blackboard
52 /156 53 /156
Primer on algebraic graph theory Synchronization in “complex” networks
for a connected and undirected graph for a first-order model — all results generalize locally
Laplacian matrix L = “degree matrix" — "adjacency matrix”

é,' = P,' — Zj B,'J' Sin(e,' — HJ')J

L=L"T=|-By -~ Y0.Bj -~ —Bin| >0 O local stability for equilibria satisfying 07 — 67| <m/2V {i,j} €€ J

J

is positive semidefinite with one zero eigenvalue & eigenvector 1, © necessary sync condition: 22j Bij 2 |Pi = wsync| <= sync J

Notions of connectivity

@ spectral: 2nd smallest eigenvalue of L is “algebraic connectivity” (L) O sufficient sync condition: Xo(L) > ||Plle2 = sync |

@ topological: degree ZJ'-':l Bijj or degree distribution

Notions of heterogeneity = d similar conditions with diff. metrics on coupling & heterogeneity

[Pllg 0o = maxgijree |Pi — Py, IPllg, = (Z{i,j}eg |P; — Pj|2)1/2 = | Problem: sharpest general conditions are conservative
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Can we solve the power flow equations exactly?

on blackboard

v
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A nearly exact sync condition
Q search equilibrium 6* with [0} — 07| < < 7/2 for all {i,j} € &:

P; = Zj B,’j sin(@,- — QJ) (*)

@ consider linear “small-angle” DC approximation of (x):
P = B;i(6; — 9; = P=1L6
> Bil6i =) (%)

unique solution (modulo symmetry) of (xx) is 6* = L'P

© solution ansatz for (x): 0] — 07 = arcsin(d; —07)| (for a tree)

Pi = Z}Ll ajjsin(6; — 0;) = Z;ﬂ ajsin(arcsin(6; — 67)) =P v

= Thm: 3 0% with |0 — 0| <y V{ij}e€ & [LIP[, < sin(fy)J
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Synchronization tests & power flow approximations

Sync cond’: (heterogeneity)/(ntwk coupling) < (transfer capacity)
ILTP|g o0 < sin(7)

o(t)
| +0.1% load |

o(t)

o(t)

Reliability Test System RTS 96 under two loading conditions
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Synchronization tests & power flow approximations

Sync cond’: (heterogeneity)/(ntwk coupling) < (transfer capacity)
ILTP]l¢ oo <sin(y) & new DC approx. 0 = arcsin(L"P)

approximation errors [rad]

80

[l DC approximation (industry)
[l proposed approximation 1

60

40

20

TR . .
0.5 1 1.5 2 25 3 35 4 4.5

-3

x 10

IEEE 118 bus system (Midwest)

Outperforms conventional DC approximation “on average & in the tail”.
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More on power flow approximations

Randomized power network test cases

with 50 % randomized loads and 33 % randomized generation

Randomized test case Numerical worst-case Analytic prediction of Accuracy of condition:
(1000 instances) angle differences: angle differences: arcsin(HLTPHgon)
‘max 10 — GJ-*\ arcsin(HLTPHg’oo) —  max 6 — Gj*\
{i.jte€ {i.jte€
9 bus system 0.12889 rad 0.12893 rad 4.1218 - 102 rad
IEEE 14 bus system 0.16622 rad 0.16650 rad 2.7995 - 104 rad
IEEE RTS 24 0.22309 rad 0.22480 rad 1.7089 - 103 rad
IEEE 30 bus system 0.16430 rad 0.16456 rad 2.6140 - 10~% rad
New England 39 0.16821 rad 0.16828 rad 6.6355 - 10> rad
IEEE 57 bus system 0.20295 rad 0.22358 rad 2.0630 - 102 rad
IEEE RTS 96 0.24593 rad 0.24854 rad 2.6076 - 103 rad
|IEEE 118 bus system 0.23524 rad 0.23584 rad 5.9959 - 10~* rad
IEEE 300 bus system 0.43204 rad 0.43257 rad 5.2618 - 10~ % rad
Polish 2383 bus system 0.25144 rad 0.25566 rad 4.2183 - 1073 rad
(winter peak 1999/2000)
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Discrete control actions to assure sync

© (re)dispatch generation subject to security constraints:

find gen uerm subject to

Pi(0)
P:(6)
0; — 0;| < v < /2

source power balance: up =
load power balance: P; =

branch flow constraints:

@ remedial action schemes: load/production shedding & islanding

3 Nordic grid, December 1, 2005 (pacw.org)
; RTS 96 example

u :
[ro— T ——
Jretharteenetel A ety 1

© } !

India, July 30/31 2012
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Decoupled Reactive Power

Flow (Voltage Collapse)

Apparently a different beast
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Voltage collapse in power networks
@ voltage instability: loading > capacity = voltages drop

o recent outages: Québec'96, Scandinavia '03, Northeast '03, Athens'04

“Voltage collapse is still
the biggest single threat
to the transmission sys-
tem. It's what keeps me
awake at night.”
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Preliminary insights when going to “complex” networks
@ sources with constant voltage magnitudes E;
e loads with constant power demand Q;(E) = Q;

= WLOG assume that network among loads is connected

=
. m i = 5

load  source

= reactive power balance: Q; =

= —ZJ- BUE,EJ J or @ = —diag(E)BE J

= necessary feasibility condition: "7 ; Q; >0 < 3 a solution J

Back of the envelope calculations for the two-node case

source connected to load shows bifurcation at load voltage Eioad = Esource/2

reactive power balance at load: Qiosd = B Eiond(Eioad — Esource) J

Esource t;
(fi}(e(i) reactive
power
° B 0] Esource Eload >
&
*

- Qload
'_g' Eload

i/'/ (variable)
Qload

/B =

[ 3 high load voltage solution < (load) < (network)(source voltage)?/4

Eload eR & Qload Z _B(Esource)2/4
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Intuition extends to complex networks — essential insights

Suff. & tight cond’ for general

Reactive power balance:
case

Q= — 5, ByEiE,

3 unique high-voltage solution Ejgaq

=
4 -load
1.00 (admittance)(nominal voltage)? <1
0.95

Stability Boundary /
65 /156
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Intuition extends to complex networks — details

on blackboard

v
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Intuition extends to complex networks — details cont'd

on blackboard

v
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More back of the envelope calculations
Esource B Eload Q

Q=BA(A-E) |

Exact soln: B = 5 (1 + \/1 +4QL/(BE52)> oy <1 n \/@)

~ 1 Q
EL - ES (1 B Z chit) J

@ General case: existence & approximation from implicit function thm

= Taylor exp. for %—m:

cri

o if all loads Q; are “sufficiently small” [D. Molzahn, B. Lesieutre, & C. DeMarco '12]
o if slack bus has “sufficiently large” Es [S. Bolognani & S. Zampieri '12 & '14]
o if each source is above a “sufficiently large” Eource [B. Gentile et al. '14]

o if previous existence condition is met [J. Simpson-Porco, FD, & F. Bullo, '14]

1
= 1st order approximation: E, ~ diag(E]) (1 — ZQc_rithL> J
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Linear DC approximation extends to complex networks
verification via IEEE 37 bus distribution system (SoCal)

%o_, Reactive DC approximation
o

E ~ diag(E}) (1 + Q.1 QL) + ho.t.

-
.

relative approximation error [p.u.]
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Discrete control actions for voltage stability

Bus Voltag

@ shunts support voltage magnitudes, but hide proximity to collapse
= ratios E;/E; more useful than per-unit voltages

0 Q.1 g0l > |Q1 47| means Eg/E more sensitive to Qg then to Q7

= place SVC at bus 9 to support Eg & increase stability marginm/156

Coupled & Lossy Power Flow

This is not even really on the map
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Solving the two-node case

on blackboard

v
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Simplest example shows surprisingly complex behavior

e PV source, PQ load, & lossless line  p _ g Esource Eioad sin(6)
B

!—m—@—a_ R=B EI%ad — B Esource Ejoad COS(Q)

o after eliminating 0, there exists [ 5 5 >4 J
P2_BE < B2E 4
Eivad € R>q if and only if source @ < cource /.

@ Observations:

@ P = 0 case consistent with
previous decoupled analysis

@ Q =0 case delivers 1/2 transfer
capacity from decoupled case

@ intermediate cases Q = Ptan¢
give so-called “nose curves”

Recommended reading to understand a glimpse

at least once in a life-time you should read chapter 2 . ..
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Coupled & lossy power flow in complex networks
> active power: Py = > . BjEiEjsin(0; — 0;) + GjE;Ej cos(6; — 0;)
> reactive power: Q; = —}_; BjEiEjcos(0; — 0;) + G E;Ejsin(0; — 0;)

@ what makes it so much harder than the previous two node case?
losses, mixed lines, cycles, PQ-PQ connections, ...

@ much theoretic work, qualitative understanding, & numeric approaches:
o existence of solutions [Thorp, Schulz, & lli¢ '86, Wu & Kumagai '82]
e solution space [Hiskens & Davy '01, Overbye & Klump '96, Van Cutsem '98, ...]
o distance-to-failure [Venikov '75, Abe & Isono '76, Dobson '89, Andersson & Hill 93, ...]

e convex relaxation approaches [Molzahn, Lesieutre, & DeMarco '12]

o little analytic & quantitative understanding beyond the two-node case

“Whoever figures that one out wins a noble prize!”  Pete Sauer J
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Transient Rotor
Angle Stability




The crown jewel of power system stability
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Revisit of the two-node case — the forced pendulum

more complex than anticipated

P, Bssin(0)
—>
_—
generator
0=w

Py
—

motor

Mw = —Dw + P; — P> — 2B 'sin(0)

active

poweV\
stAble unstabN ’Pl o P2|
2Bssin(0)

0 T 0

+

o Local stability: 3 local stable solution < B > |P; — P»|/2

o Global stability: depends on gap B > |P; — P|/2 and D/M ratio

FON
Staliling eraging,

| I I 1 ) £ boazve
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(D/M) > (D/M)Critical

(D/M) = (D/M)Critical

(D/M) < (D/M)crisitat 156

Revisit of the two-node case — cont'd

the story is not complete .. .some further effects that we swept under the carpet

@ Voltage reduction: to maintain a constant voltage, a generator needs
to provide reactive power. When encountering the maximum reactive
power support, the generator becomes a PQ bus and voltage drops.

active active reactive
power power power
P - P P — P
stable o [F1 P2l :> stble e [F1 = P2l
0 T 0 0 T 0 (4

o Load sensitivity: different behavior depending on load model: resistive,
constant power, frequency-dependent, dynamic, power electronics, . ..

e Singularity-issues for coupled power flows (load voltage collapse)
o Losses & higher-order dynamics change stability properties . ..

= quickly run into computational approaches
78 /156

Primer on Lyapunov functions

on blackboard

v
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Hamiltonian analysis of the swing equations

more famously known as “energy function analysis”

(on blackboard)

v
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Transient stability in multi-machine power systems

é,’ = Wj
. . Direct Methods for
generators: M = —Diwi + P — Y BjEiEjsin(6; — 6;) | SN,
J Electric Power
Syst
Qi = — Zj BUE,EJ COS(ai - GJ) ‘.ys; ems‘.
Difli = P; — Z BjiEiEjsin(0; — 6;) '
loads: /
Q=— ZJ_ Bj;E;Ej cos(6; — ;) J
Challenge : faster-than-real-time transient stability assessment

Energy function methods for simple lossless models via Lyapunov function

1
,- EM,-W,LZ,_ Pibi—  Qilog E,-—ZU BjE;:Ej cos(6;—6))

V(w,0,E) =
Computational approaches: level sets of energy functions & unstable
equilibria, sum-of-squares methods, convex optimization approaches,

time-domain simulations, . .. -

Outline

Primary Control

Power Sharing
Secondary control
Experimental validation
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A plethora of control tasks and nested control layers

organized in hierarchy and separated by states & spatial /temporal/centralization scales

We will focus on frequency control & primary/secondary/tertiary layers. J
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Where are we on the map?
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Objectives

Hierarchical frequency control architecture & objectives

3. Tertiary control (offline)

o Goal: optimize operation
e Strategy: centralized & forecast

2. Secondary control (minutes)

e Goal: maintain operating point
in presence of disturbances
e Strategy: centralized

1. Primary control (real-time)
o Goal: stabilize frequency
& share unknown load
o Strategy: decentralized

Q: Is this layered & hierarchical
] architecture still appropriate

[ Power System for tomorrow's power system?
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Is this hierarchical control architecture still appropriate?

Some recent developments

> increasing renewable integration
& deregulated energy markets

» bulk generation replaced by
distributed generation

» synchronous machines replaced
by power electronics sources

» low gas prices & substitutions

Some new problem scenarios

> alternative spinning reserves:
storage, load control, & DER

» networks of low-inertia &
distributed renewable sources

» small-footprint islanded systems

V.

85 /156




Need to adapt the control hierarchy in tomorrow’s grid

(® perational challenges
» more uncertainty & less inertia
» more volatile & faster fluctuations

» plug'n’play control: fast, model-free,
& without central authority

® pportunities
> re-instrumentation: comm & sensors

» more & faster spinning reserves

» advances in control of cyber-
physical & complex systems | ( )
= break vertical & horizontal hierarchy | [ Power System

)
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Primary Control

Decentralized primary control of active power

Emulate physics of dissipative
coupled synchronous machines

M,9 aF D,'G','

= Py — Zj Bjsin(8; — 9))

Conventional wisdom: physics
are naturally stable & sync fre-

quency reveals power imbalance
Aw
P/é droop control: . Py,
* " w Ly Oolzg
(wj — w*) o (PF— P;(6)) . ror
II wSyHC """""""""""" 3""""'"?
Dio; = P — P;(9) -

P
>
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Putting the pieces together...

network physics

power balance: P™*M = P* 4 P — Pi(6)
power flow:  P;(8) = ZJ_ B;jsin(0; — 0;)

droop control

|

{Diéi = (P - Pz‘(e))J

synchronous machines: M;0; + D;; = P — Z Bijsin(0; — 6))
J

inverter sources &

controllable loads: Dif; = Pf — Z Bijsin(6; — 6))
j

passive loads &
power-point tracking sources:

0= P;k — Z B,'j Sin(o,' — 01')
J
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v




Closed-loop stability?

v
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Closed-loop stability under droop control

Theorem: stability of droop control

3 unique & exp. stable frequency sync <= active power flow is feasible

Main proof ideas and some further results:

e stability via Jacobian arguments

* *
Zsources Pi + Zloads P;

I

e synchronization frequency: Weyne = W™ +

D;
(o< power balance) 2 sources
pP; load #i
e steady-state power injections: P = i (load #i) _
P — Di(wsync—w*) (source #i)
(depend on D; & P})
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power sharing &
economic optimality
under droop control

Tertiary control and energy management

an offline resource allocation and scheduling problem
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Tertiary control and energy management

an offline resource allocation and scheduling problem

minimize {cost of generation, losses, ...}
subject to
equality constraints: power balance equations
inequality constraints: flow/injection /voltage constraints
commit generators yes/no

logic constraints:

Objective |: decentralized proportional load sharing

1) Sources have injection constraints: P;(6) € [0, P;]
S Zsources ﬁj

2) Load must be serviceable: 0 < lzloads P!

3) Fairness: load should be shared proportionally: P;(8) / P; = P;(6) / P;

Py Py
Py Py
% _ &
source # 1 source # 2
= load
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Analysis of fair proportional load sharing

on blackboard

v

Objective |: decentralized proportional load sharing

1) Sources have injection constraints: P;(6) € [0, P;]
2) Load must be serviceable: 0 < ‘Zlmds Pf’ <D ources P

Theorem: fair proportional load sharing
Let the droop coefficients be selected proportionally:

D,/P; = D;/P; & P!/P;= P} /P

The the following statements hold:
(i) Proportional load sharing: P;(0) / P; = P;(0) / P;
—Zsources ﬁJ A P,(Q) € [O)ﬁl]

*

3) Fairness: load should be shared proportionally: P;(8) / P; = P;(6) / P;

v

(ii) Constraints met: 0< ‘Zloads P

94 /156
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Objective I: fair proportional load sharing

proportional load sharing is not always the right objective

)

source # 3

Objective Il: optimal power flow = tertiary control

an offline resource allocation/scheduling problem

minimize {cost of generation, losses, ...}
subject to

equality constraints: power balance equations
inequality constraints: flow /injection /voltage constraints

logic constraints: commit generators yes/no

POWER GENERATION,
OPERATION,
anp CONTROL

Will be discussed more in detail tomorrow.

source # 1 l source # 2
— load 95 /156
Objective Il: simple economic dispatch
minimize the total accumulated generation (many variations possible)
. . . _ . 2
minimise gt ez () =3, e
subject to
source power balance: P + ui = Pi(0)
load power balance: P = P;i(0)
branch flow constraints: 0; — 0| < vij <m/2
An even simpler problem formulation:
minimize gen | yerm f(u) = Z aju?
sources
subject to
power balance: Zi P + Zi ui=20
Both are equivalent in the strictly feasible case!
97 /156

Both are equivalent in the strictly feasible case

...and marginal costs are identical: a;u] = aju; (on blackboard)

v
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Objective Il: simple economic dispatch

minimize the total accumulated generation (many variations possible)

f(u) = Z a;u,-2
sources

minimize getn | yeRr™

subject to
source power balance: P + ui = P;(9)
load power balance: P = P;(6)

branch flow constraints: 10; — 0] < vij <m/2

Unconstrained case: identical marginal costs «ju; = ozju;-k l at optimality

In conventional power system operation, the economic dispatch is

@ solved offline, in a centralized way, & with a model & load forecast

In a grid with distributed energy resources, the economic dispatch should be

@ solved online, in a decentralized way, & without knowing a model
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Objective Il: decentralized dispatch optimization

Insight:  droop-controlled system = decentralized primal/dual aIgorithmJ

Theorem: optimal droop

The following statements are equivalent:

(i) the economic dispatch with cost coefficients «; is strictly feasible
with global minimizer (6%, u*).

(ii) 3 droop coefficients D; such that the power system possesses a
unique & locally exp. stable sync'd solution 6.

If (i) & (ii) are true, then 6; ~ 6%, uf=—Dj(wsync—w*), & | Diaj = Djaj|.

@ includes proportional load sharing «a; o 1/5,-

@ similar results hold for strictly convex cost & general constrained case
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Sketch of the main proof ideas

v
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Some quick simulations & extensions

Fon

0 2 8 10 o 1 4 5

4 6 2 3
Time (sec) Time (sec)

IEEE 39 New England
with load step at 1s

t — oo: convergence to
identical marginal costs

t — oo: frequency
o power imbalance

= strictly convex & differentiable cost 5 '
_ (o 20 ON
f(u) - Zsources C,(U,) 315 v—|<
& 5
= non-linear frequency droop curve z " §
=15\ — pr_ p. S RS
¢ (0;) =P — Pi(0) . <
-1 05 0 05 1 o 3 0 5 10
= include dead-bands, saturation, etc. injection frequency

102 /156




Secondary Control

Secondary frequency control

w
@ Problem: steady-state frequency A Py, .
. Ot
deviation (wsyne 7# w*) )ty
w*
@ Solution: integral control Secondary
Control
of frequency error ﬁ
e Basics of integral control : — > P
S P P

O discrete time:  y;(t + 1) = uj(t) + k - 9,(t)J with gain k > 0

@ continuous-time:  u;(t) = k- [; 0;(7) dTJ or i(t) = k-6;(t) |

— 6;(t) is zero in (a possibly stable) steady state

= add additional injection u;(t) to droop control
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Decentralized secondary integral frequency control

add local integral controller

©» © O

to every droop controller

stable closed-loop &
zero frequency deviation v’

sometimes globally stabilizing

v

every integrator induces a 1d

equilibrium subspace
POWER GENERATION,
OPERATION,
anp CONTROL

Third Editi

injections live in subspace of
dimension # integrators

POWERSYSTEN
DYNAMICS S
Stability antl COntra

load sharing & economic
optimality are lost ...
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Why does decentralized integral control not work?

on blackboard

v
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Automatic generation control (AGC)

e ACE area control error =
{ frequency error } +
{ generation - load - tie-line flow }

remainder
control

centralized integral control: generation

o) - [ ACE(r) dr oad

@ generation allocation:
ui(t) = Aip(t), where XA; is

generation participation factor generation ‘j Qﬂil—[
Ioad—» %

= assures identical marginal ﬁe'”"ef'm”

frequency error

u
costs: aju; = aju; r
iU X ,
AGC implementation
@ load sharing & economic
optimality are recovered 106 /156

Drawbacks of conventional secondary frequency control

Interconnected Systems Isolated Systems

e ¢ ‘ralized automatic e dec -tralized Pl control
=~ control (AGC)

Distributed energy ressources require distributed (!) secondary control. J
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An incomplete literature review of a busy field

ntwk with unknown disturbances U integral control U distributed averagingJ

@ all-to-all source frequency & injection averaging [Q. Shafiee, J. Vasquez, & J. Guerrero,
'13] & [H. Liang, B. Choi, W. Zhuang, & X. Shen, '13] & [M. Andreasson, D. V.
Dimarogonas, K. H. Johansson, & H. Sandberg, '12]

@ optimality w.r.t. economic dispatch [E. Mallada & S. Low, '13] & [M. Andreasson, D.
V. Dimarogonas, K. H. Johansson, & H. Sandberg, '13] & [X. Zhang and
A. Papachristodoulou, '13] & [N. Li, L. Chen, C. Zhao & S. Low '13]

@ ratio consensus & dispatch [S.T. Cady, A. Garcia-Dominguez, & C.N. Hadjicostis, '13]
@ load balancing in Port-Hamiltonian networks [J. Wei & A. Van der Schaft, '13]

@ passivity-based network cooperation and flow optimization [M. Biirger, D. Zelazo, &
F. Allgdwer, '13, M. Biirger & C. de Persis '13, He Bai & S.Y. Shafi '13]

@ distributed Pl avg optimization [G. Droge, H. Kawashima, & M. Egerstedt, '13]
@ Pl avg consensus [R. Freeman, P. Yang, & K. Lynch '06] & [M. Zhu & S. Martinez '10]
@ decentralized “practical” integral control [N. Ainsworth & S. Grijalva, '13]

The following idea precedes most references, it's simpler, & it's more robust.
108 / 156

Let's derive a simple distributed control strategy

v
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Distributed Averaging P1 (DAPI) control

D,'é,' = P;k — Pi(e) - Qi
k,'Q,' = Diéi— Z ajj (a,-Q,-—anj)

j Csources

e no tuning & no time-scale
separation: k;, D; >0

e distributed & modular:
connected comm. C sources

e recovers primary op. cond.
(load sharing & opt. dispatch)

= plug'n’play implementation

Theorem: stability of DAPI
[J. Simpson-Porco, FD, & F. Bullo, '12]
[C. Zhao, E. Mallada, & FD '14]

primary droop controller works
<~
secondary DAPI controller works
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Simulations cont'd

IEEE 39 New England with
decentralized Pl control

IEEE 39 New England with
distributed DAPI control

60.5

decentralized
PI control

Frequency (Hz)
2
o

8

8
k3

droop control

0 1 4 5

2 3
Time (sec)

t — oo: decentralized Pl
control regulates frequency

60.5

I VO

I distributed
v DAPI control

2
o

Frequency (Hz)
8

8
b
{

droop control

0 1 4 5

2 3
Time (sec)

t — oo: DAPI control
regulates frequency

0 2 8 10

4 6

Time (sec)

t — oo: decentralized Pl
control is not optimal

]
| decentralized PI control
i 33 oo S

Total cost (pu)

o distributed DAPI control

0.005 global minimum

0 1 4 5

2 3
Time (sec)
DAPI control minimizes

cost with little effort
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Plug'n’play architecture

flat hierarchy, distributed, no time-scale separations, & model-free

source # 1

source # 2

source # n

Transceiver Transceiver

Transceiver
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plug-and-play experiments




Plug'n’play architecture

recap of detailed signal flow (active power only)

Power system:
physics
& loadflow

Primary control:
mimic oscillators

Tertiary control:
marginal costs
o 1 /control gains

Secondary control:

diffusive averaging
of injection ratios
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Plug'n’play architecture

recap of detailed signal flow (with reactive power)

Power system:
physics
& loadflow

Primary control:
mimic oscillators
& polyn. symmetry

Tertiary control:
marginal costs
o 1 /control gains

Secondary control:
diffusive averaging
of injection ratios

113 /156

Plug'n’play architecture

experiments also work well in the coupled & lossy case

Power system:
physics
& loadflow

Primary control:
mimic oscillators
& polyn. symmetry

Tertiary control:
marginal costs
o 1 /control gains

Secondary control:

diffusive averaging
of injection ratios
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Experimental validation of control & opt. algorithms
in collaboration with Q. Shafiee & J.M. Guerrero @ Aalborg University

I.uw Bm-dwudth

//1\ )1\\
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Experimental validation of control & opt. algorithms

frequency/voltage regulation & active/reactive load sharing

Voltage Magnitudes

Reactive Power Injections

300 i P P

5}

1 2 8 40 50
Time (s)

Voltage Frequency

10

Active Power Injection

20 30

Time (s)

Power (W)

1200

1000

=)
3
3

=)
3
3

400

50.1
t € [0s,7s]: primary < 50
& tertiary control =
S 409
t = Ts: secondary S
control activated o 498
E]
t = 22s: load # 2 qf 497
unplugged ] 195
t = 36s: load # 2 05
plugged back "o 10 20 30 40 50
Time (s)

200
0

20 30
Time (s)

40 50
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Uncovering Droop Control Laws Embedded Within
the Nonlinear Dynamics of Van der Pol Oscillators

Mohit Sinha, Florian Dorfler, Member, IEEE,
Brian B. Johnson, Member, IEEE, and Sairaj V. Dhople, Member, IEEE

Abstract—Tis_paper_examines the_dynamics_of

condions o oa expoenil iy o desirable quilria
of the lincarized amplitude and phase dyna

1 etsonucrios

N s s i . ol e
A i )
i, el e o S bt o3
Gk Gisttion ework nd operad indeandety
ot B power . oty comendon ¢ il

VOC stabilizes

[
Voltage, v

Fig 1 VOC sl wbitey il contons o 1 s

Sppraches admi il dymamis n Simda Seady st

varying oscilltor dynamic states to construct the pulse-width
modulation (PWM) control signal. It is worth emphasizing
that VOC consiittes a rime-domain approach and stabilizes
arbitcary intial conditions 0. sinusoidal seady stte. As such,
it is markedly different from droop control which operates

Voltage and frequency control of islanded
microgrids: a plug-and-play approach

Stefano Riverso'*, Fabio Sarzo' and Giancarlo Ferari-Trecate!
Diparimento di Ingegneris ndusrale ¢ dellnformarione, Uriversta degs St di Pavia

*stefano.riverso@unipv.t, Corresponding author

Absiraci—In_ this paper a new decent
“heme for Ianded microCrids (ImGw) composed

THEE .

L. INTRODUCTION

In recent years, rescarch on Islanded microGrids (ImG) has
received major attention. ImGs are selfsufficient microgrids
composed by several Distributed Generation Units (DGUS)
and designed to operate safely and relsbly in absence of
2 connection with the main grid. Besides fostering the use
of renewable generation, ImGs bring disributed. generation

ralzed  content of droop contrl, this problem has been investigatcd
DY only recenty (7). For regulators not based on droop control,

almost all studies focused on radial microgrids (.. 3 DGU is

In this paper we consider the design of decentralized

o Plug-and-Play (PnP) design algorithm where the synihesis of a
i local controller for a DGU requires parameters of transnission

lines. connected to it the knowledge of two global scalar

in parameters, but ot specific information about any other DGU.

“This implis that when a DGU is plugged in or out only DGUs

PP control design for general linear constrained systems
Tas been proposed in (8], [9]. PP design for ImGs s however
differentsince it is based on the concept of neutral interactions
[10] rather than on robustness against subsystem coupl
Furthermore, for achicving neutral interactions among DGUs
we exploit Quasi-Stationary Line (QSL) approximations of
line dynamics [11].

There are also many exciting alternatives to droop control

Synchronization of Nonlinear Oscillators in an LTI
Electrical Power Network

Brian B. Johnson, Member, IEEE, Sairaj V. Dhople, Member, IEEE, Abdullah O. Hamadeh, and
Philip T. Krein, Fellow, IEEE

rce—Sacint contions e v et vy

a decentralized power system composed of parallel voltage

source inverters serving a passive electrical oad.

Relevant to this work is a body of itrature that has exam-

nected fo the common node.

M tors using passivity theory [8]-{13]. For insance, in [13], the

s of passivity and incremental passivity [S]-[12] were

. The ensuing paradigm: ) doés no necesstate communica
{fom betwten Inverites, 1) 1 ndependen of e o ana )

conditions that were applicd

1o the conirol of inverters as nonlincar oscilators in & power

system. Passivity-based approaches require the formulation of

it We present

I9tical resalts and demonstrat the proposed application.
Index Terms—nverter control, microgrids, nonlinear oscila-
tors,synchronization.
L. INTRODUCTION
YNCHRONIZATION of coupled oscillators is relevant
1o several research arcas including neural processes,
coherency in plasma physics. and electronic

tains energy-storage circuit elements such as inductors and ca-
pacitors. Since power networks are in general composed of o
Variety of LTI circuit elemens (resistors, capacitors, inductors,
and transformers), passivity-based approaches are difficult to
apply in such systems. In this work, we use £ input-output sta-
bty methods,because they faclitate analysis n setings wher
storage functions are difficul to formulate. Our approach de-
ives from previous work in [14]-{16] where £ meihods were

cireuits [1}-{7]. This paper presents  suffcient condition

feadback systems. To prove
synchronization, we reformulate the dynamics of the original

Synchronization of Oscillators Coupled through a

Network with Dynamics:

A Constructive Approach

with Applications to the Parallel Operation of
Voltage Power Supplies

Leonardo A. B. Torres, Member, IEEE, Joio P. Hespanha, Fellow, IEEE, and Jeff Mochlis

Indes Terms—Synchs
work, voltage power supp

ion, coupled oscilators, LTI net

L. INTRODUCTION
s paper o he synchonzation o denical s
Jators connected through a network represented by a dynamical

sysem a5 shown in Figure 1. A key motivaton for this

p  generators connected 1o a local power grid in an isolsted

21, orthe synchronization of multple inverters

5 ey anlyi ool Th

it allows one to establish pas
work based on input-output
individual component. In the context of electrieal networks,
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Outline

Power System Oscillations
Causes for Oscillations
Slow Coherency Modeling
Inter-Area Oscillations & Wide-Area Control
Case Study: IEEE 39 New England Power Grid
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Electro-Mechanical Oscillations in Power Networks

o Dramatic consequences: blackout of August 10, 1996, resulted from
instability of the 0.25Hz mode in the Western interconnected system

I Montana

w1 § Y
&8

Observed COI Power (Dittmer Contrel Center)

9 0 n L w
Source: http://certs.lbl.gov

117 /156




Less dramatic but quite common ... usually well behaved
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Where are we on the map?
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Causes for Oscillations

Swing dynamics = coupled /forced /heterogeneous pendula
@ Coarse-grained power network dynamics = generator swing dynamics:

M,'é,‘ + Dié,' =P, — Z B,'J'E,'Ej sin(@,- — 9j)
J

@ Swing equations linearized around an equilibrium (0*,9*, P*):

M6+ DO+ L6 = P |

M & D € R™" diagonal inertia and damping matrices
L e R™" Laplacian matrix with coupling a;; = E] E] Bjj cos(6; — 07)

n
L — —an N Zj:l a’.j e —ajn

= sparsely coupled & forced oscillators with heterogeneous frequencies
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Torsional oscillations in power networks

essentially a (subsynchronous) resonance phenomenon

= arise from interplay of

o electrical oscillations
o flexible mechanical shaft models

o generator-turbine coupling

HP Dy 11

1P
k
[N

D.

2 11 D, Generator

LP_ Dy,
k
[T

k23

turbine stages generator grid
TI+l =174 I T-1 Ti-1

=l B Bl b=
\ Ti 41 N T

elastic generator shaft as finite-element model

= subsynchronous resonance phenomena often arise in wind turbines 15,156

Local oscillations and their control

Automatic Voltage Regulator (AVR): 16 B 1¢l°
@ objective: generator voltage = const. ' E
generator infinite bus

= diminishing damping & sync torque 5,

= can result in oscillatory instability

Power System Stabilizer (PSS):

grid
@ objective: net damping positive
@ typical control design:
— |low-pass| — |wash-out| — |lead/lag element| — |gain| —
Flexible AC Transmission Systems (FACTS) or HVDC:
@ control by “modulating” transmission line parameters
@ either connected in series with a line or as shunt device -
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Control-induced oscillations and their control
@ short story: multiple local controllers interact in an adverse way
@ system-theoretic reason: power system has unstable zeros
= trade-off: high-gain (local stability) vs. low-gain control (avoid zeros)

= numerous tuning rules & heuristics for decentralized PSS design

By Joe H. Chow, Juan J. Sanchez-Gasca, Haoxing Ren, and Shaopeng Wang

Imaginary Axis

\

\
T
0" o os
‘‘‘‘‘‘‘
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Inter-area oscillations in power networks

i}

Y

(2]

2

2

s —Area 1

2 —Area 2

]

= —Area 3

=]

©

(o]

oy

[ .

o time [s]
8 10

RTS 96 power network

swing dynamics

Inter-area oscillations are caused by
O heterogeneity: fast & slow responses (inertia M; and damping D;)
@ topology: internally strongly and externally sparsely connected areas
© power transfers between areas: aj; = BjE[E cos(0; — 07)

Q interaction of multiple local control loops (e.g., high gain PSSs)
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Taxonomy of electro-mechanical oscillations

@ Synchronous generator = electromech. oscillator = local oscillations:
= single generator oscillates relative to the rest of the grid
@ torsional oscillations induced by mechanical/electrical /flexible coupling
& AVR control induces unstable local oscillations

© typically damped by local feedback via PSSs

@ Power system = complex oscillator network = inter-area oscillations:
= groups of generators oscillate relative to each other
® poorly tuned local PSSs result in unstable inter-area oscillations

@ inter-area oscillations are only poorly controllable by local feedback

o Consequences of recent developments:
® increasing power transfers outpace capacity of transmission system
—> ever more lightly damped electromechanical inter-area oscillations

© technological opportunities for wide-area control (WAC)
125 /156

Slow Coherency Modeling

Slow coherency and area aggregation

@

~

)

—Area 1
—Area 2
—Area 3

S

©w

aggregated rotor angles [rad]
o

time [g]
2 4 6 8

o

aggregated RTS 96 model swing dynamics of aggregated model

Aggregate model of lower dimension & with less complexity for

@ analysis and insights into inter-area dynamics [Chow and Kokotovic '85]
@ measurement-based id of equivalent models [Chakrabortty et.al.’10]

© remedial action schemes [Xu et. al. '11] & wide-area control
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How to find the areas?

a crash course in spectral partitioning

@ given: an undirected, connected, & weighted graph
e partition: V=V, UV,, V1NVo =0, and V1,V # ()
o cut is the size of a partition: J =}y, ey, aj

= if x; =1for i€V and x; = —1 for j € V,, then

n

1 1
_ - (5 N2 T
J= g 3 =5 Zau(x,—xj) =5 X Lx
i€VL, jeEV2 ij=1
@ combinatorial min-cut problem: minimize,c¢ 1 13m{-1,1,} %XTLX
C minimi 1.7
e relaxed problem: minimize, cgn 11, ||y=15Y Ly

= minimum is algebraic connectivity Ao and minimizer is Fiedler vector v,

@ heuristic: x; = sign(y;) = “spectral partition”
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A quick example

% choose a graph size
= 1000;

>

% randomly assign the nodes to two grous
x = randperm(n);

group_size = 450;

groupl = x(1l:group_size);

group2 = x(group_size+l:end);

% assign probabilities of connecting nodes
p_groupl = 0.5;

p_group2 = 0.4;

p_between_groups = 0.1;

% construct adjacency matrix

A(groupl, groupl) = rand(group_size,group_size) < p_groupl;

A(group2, group2) rand(n-group_size,n-group_size) < p_group2;
A(groupl, group2) rand(group_size, n-group_size) < p_between_groups;
A = triu(A,1); A=A+ A';

% can you see the groups?
subplot(1,3,1); spy(A);

% construct Laplacian and its spectrum
L = diag(sum(A))-A;
[V D] = eigs(L, 2, 'SA');

% plot the components of the algebraic connectivity sorted by magnitude
subplot(1,3,2); plot(sort(v(:,2)), '.-")

% partition the matrix accordingly and spot the communities
[ignore pl = sort(V(:,2));
subplot(1,3,3); spy(A(p,p));
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A quick example — cont'd

adjacency matrix

B T T T £ 3 e e

Fiedler vector v»

re-arranged adj. matrix
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Classical power system partitioning & spectral partitioning
@ construct a linear model x = Ax

@ recall solution via eigenvalues \; and left/right eigenvectors w; and v;:

x(t) =3 vieht-wTxo = 3, {mode #i} - {contribution from xo}J

© look at poorly damped complex conjugate mode pairs
Q look at angle & frequency components of eigenvectors

© group the generators according to their polarity in eigenvectors

x
x
x
x

+r14+++Fr0 4004+ +01 4
=2
=
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Setup in slow coherency

original model

aggregated model

@ r given areas

(from spectral partition [Chow et al. '85 & '13])

@ small sparsity parameter:

max, (X external connections in area «)

min (X internal connections in area «)

@ inter-area dynamics by center of inertia:

Vo = Zieoa M,'@,'
ZZ:iERx Ibqi 7

ac{l,...,r}

@ intra-area dynamics by area differences:

Zfi-l - 9[ - 91 )

iea\{1l},ae{l,... r}
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Linear transformation & time-scale separation

Swing equation = singular perturbation standard form
y R y

MO+DO+10=0 — d Y ] A y
dts \/;52 z

Vo z ;

Slow motion given by center of inertia:

Zl’éa Mfei

Yo = )
“ ZIEQ Mi

ac{l,... r}

Fast motion given by intra-area differences:

z¥,=0;—061, icea\{l},ae{l,...,r}

Slow time scale: ts = § - t - “max internal area degree”

Area aggregation & approximation

@ Singular perturbation
standard form:

o Aggregated swing equations
obtained by § | 0:

N- N <<

Ma¢ + DaQb + Lred(p = OJ

Properties of aggregated model

= ‘“inter-area Laplacian” + ‘“intra-area contributions”

positive semidefinite Laplacian with possibly negative weights
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Area aggregation & approximation
_ _ y oo y
@ Singular perturbation d |y |_ A y
standard form: dt. |Voz| z
Ve z z
o Aggregated swing equations . 3 .
obtained by ¢ | O: Mo + Da¢p + Lreay = 0

Singular perturbation approximation
There exist 6* sufficiently small such that for § < §* and for all t > 0:

] = (2] + o i) = 4[efe)] v

center of inertia =~ solution of aggregated swing equation
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swing dynamics revisited

@

3

—Reduced Model

>

o

=

@

aggregated rotor angles [rad]
aggregated rotor angles [rad]

slow time scale [s]
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Inter-Area Oscillations &
Wide-Area Control

Remedies against electro-mechanical oscillations

conventional control

@ Blue layer: interconnected generators

° implemented via PSS, HVDC, or FACTS:

© effective against local oscillations

@ ineffective against inter-area oscillations
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Remedies against electro-mechanical oscillations

wide-area control

@ Blue layer: interconnected generators

@ Distributed wide-area control requires identification of sparse control

architecture: actuators, measurements, & communication channels
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Setup in Wide-Area Control

@ remote control signals & remote measurements (e.g., PMUs)
@ excitation (PSS & AVR) and power electronics (FACTS) actuators

© communication backbone network

B vdomes o

remote control signals controlle channel and

measurement

noise
local control loops wide-area

measurements
(e.g. PMUs)
power
network
dynamics
system noise
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Modal signal selection metrics

@ Linear control system: x = Ax+ Bu , y = Cx
e B with column b; = control location #;j

T

o C with row ¢; = sensor location #;/

[H.M.A. Hamdan & A.M.A. Hamdan '87]

o A: eigenvalues \; and orthonormal right & left eigenvectors v; & w}

@ Diagonalization: x = Vz = [v;

AL

=wAv _WE

=CV

* .
w;* b;

© Controllability of mode i by input j = cos (£(w;, bj)) = Tl

© Observability of mode i by sensor j £ cos (£(c;i, vj)) = 0

* .
Ci Y

cillflv; i

[M. Tarokh 92]

uz
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Decentralized WAC control design

@ ...subject to structural constraints is tough

@ ...usually handled with suboptimal heuristics in MIMO case

Robust and coordinated tuning of power Decentralized Power System Stabilizer Design Simultaneous Coordinated Tuning of PSS and FACTS
system stabiliser gains using sequential Using Linear Parameter Varying Approach Damping Controllers in Large Power Systems
linear programming Weasheag Qi Sden Menber IEEE, iy Vital, Fellow: IEEE, o Mustas Khamash, Seior Member,IEEE

RA. Jabr' B.C. PaP N. Martins® J.CR. Ferraz"

Robust and Low Order Power Oscillation Damper Robust Power System Stabilizer Design Using H oo
Design Through Polynomial Control Loop Shaping Approach

= signal selection is combinatorial & control design is suboptimal J
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Challenges in wide-area control

@ Objectives: wide-area control should achieve

© optimal closed-loop performance

@ low control complexity (comm, measurements, & actuation)

@ Problem: objectives are conflicting

© design (optimal) centralized control = identify control architecture

® complete state info & measurements

® high communication complexity

@ identify measurements & control architecture = design control

© decentralized (optimal) control is hard

® combinatorial criteria for control channels

Today: simultaneously optimize closed-loop performance

& identify sparse control architectureJ
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Primer on Linear Quadratic Control (LQR)

v

141 /156




Optimal wide-area damping control

e Model: linearized ODE dynamics  x(t) = Ax(t) + Bin(t) + Bau(t)
e Control: memoryless linear state feedback u = —Kx(t)

@ Optimal centralized control with quadratic performance index:

minimize J(K) £ lim & {x(t)TQx(t) + u(t)TRu(t)}
subject to
linear dynamics:  x(t) = Ax(t) + Bin(t) + Bau(t),
linear control: u(t) = —Kx(t),

stability: (A — BgK) Hurwitz.

(no structural constraints on K)
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Sparsity-promoting optimal wide-area damping control

@ Sparsity-promoting optimal control [Lin, Fardad, & Jovanovi¢ '13]:
simultaneously optimize control performance & control architecture

minimize tli)mooé' {x(t)TQx(t) + u(t)TRu(t)} + v card(K)
subject to
linear dynamics:  x(t) = Ax(t) + Bin(t) + Bau(t),
linear control:  u(t) = —Kx(t),

stability: (A - BQK) Hurwitz.

= for v = 0: standard optimal control (typically not sparse)

= for 7y > 0: sparsity is promoted (problem is combinatorial)

= card(K) approximated by weighted ¢1-norm Zi,jWU|Kij|
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Parameterized family of feedback gains

K(7) = argmin (J(K)+7- 32 wilKi) J
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Slow coherency performance objectives

o recall sources for inter-area oscillations:

o linearized swing equation:
M6+ DO+ Lo = P

@ mechanical energy: %9/\49 + %GTLG

o heterogeneities in topology, power transfers,

& machine responses (inertia & damp)

= performance objectives = energy of homogeneous network:

1. . 1
XTQ X = - 07— Muniform 9 + =~ GT I—uniform 0
2 ~—— 2 ~——
In In—(l/n)']lnxn

@ other choices possible: center of inertia, inter-area differences, S




Algorithmic approach to sparsity-promoting control

© Equivalent formulation via observability Gramian P:
... T
minimize J,(K) £ trace (B PByi) + v ZU wij | Kij

subject to (A — BoK)" P + P(A — B:K)
=—(Q+ K'"RK);

@ Warm-start at optimal centralized H, controller with v =0

© Homotopy path: continuously increase v until the desired value vqes
O ADMM: iterative solution for each value of v € [0, Yes]
© Update weights: update wj; in each ADMM step: w;;

1
|Kijl+<

O Polishing: structured optimization with desired sparsity pattern

146 / 156

Case Study: IEEE 39 New
England Power Grid

Case study: IEEE 39 New England power grid

@ Model features:

e sub-transient generator
models [Athay et. al. '79]

e exciters & carefully tuned
PSS data [Jabr et. al. '09]

@ dominant inter-area modes of
New England grid with PSSs

9\&

others . 4
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Performance vs. sparsity
Q = energy of homogeneous network , R =1, , v € [107%,10]
card(K}) / card(Kg)  [%)]

80%p
S2)
%%
603
00000
403} °oooo

20%F

o
000000000 |
08 ©0000000000000

. .
-3 -2

107" 10 10 107" 10° Y
* * *
(J3 = J5) / Jq (%]
1.6% ‘ ‘ et
1.2%) .
0.8% e
N
L +

0.4% e +

0% f++++¢++¢ﬂ-*+++++++ ‘

107 107 107 107 10° Y

foryr=1= 157
V= 5.5%

relative performance loss
non-zero elements in K
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Control architecture & signal exchange network

© ® AN

10 20

30

40

y = 0.0001604 , card(Ky*)

©® ® AN

© ® &N

©® » &N

For v = 1: local decentralized optimal control + Ky 09(t) |
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Sparse & nearly optimal wide-area control architecture

30
]
1 3
@), 18 %5
21
39 22
A4 114
5 6 12 119 23
[13 20 36
7 31 |11

single wide-area control link = nearly centralized performance

Closed-loop performance for v =1

modes #2,3,...
local PSS control

are strongly damped and mode #1 is distorted

local PSS control & wide-area control

5

0(t) [Hz]

010(t) — 0;(t) [rad]

-05
-1

-1.5
0

0.6
0.4
0.2

-0.2

-0.4
0

5
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Robustness achieved by sparsity-promoting control
o tuni ng Of PSSS & operati ng cond multivariable phase margin
7ol v ””0000000000‘0000 ' ]
= gain margins af %00 ]
00
. . &8 00 1
@ time delays, multiple SCADA rates, L ; a2 oosoeg
10 10 10 10 10
& comm uncertainties multivariable gain reduction margin
02f T i P
. . . 00
= phase margins & |nput uncertainties ool 00 1
0181 0 oe B
dynamics with local control 4000000°°0060040 )
([ --——------------—— ) 10" 10° 107 10" 0 Y
X 1 local control loops |
wide-area control I — 1 multivariable gain amplification margin
¥ uwaC(t) - power i 561 ; Ucbooooooooo‘oooo '
- HE network [T 54 oo
o dynamics |! 59 00
system noise ! | ‘ ‘ °0 00
T](t) [ | 150‘ 10° 107 12" w0 Y

multiplicative uncertainty

“ =

gain uncertainty

Additionally: sparsity pattern is
not sensitive to operating point
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Sparsity identification & control by alternative means

o identified WAC channel: 6g(t) needs to be communicated to AVR #1

= proportional feedback uy(t) = —K{y (61(t) — Oo(t J applied to

nonlinear DAE system without local optimal decentralized control

local PSS control ' local PSS control & WAC

0(t) [Hz]

14 —T T —T T — T

= =

2 20

E ER

2 a2

£ £ 6

= =

<] © 4

Y g 2

z z j

g g o generator 1 ¢ [s]
~ I i R i R .

o 05 1 15 2 25 3 35 4 45 5 153/156

You can also get rid of communication entirely

Analysis and Design Trade-Offs for Power Network Inter-Area
Oscillations

Xiaofan Wu, Florian Dorfler, and Mihailo R. Jovanovié

Abstract— C: i lysis and control approaches to
inter-area oscillations in bulk power systems are based on a
modal perspective. Typically, inter-area oscillations are identi-
fied from spatial profiles of poorly damped modes, and they
are damped using carefully tuned decentralized controllers.
To improve upon the limitations of conventional decentralized
strategies, recent efforts aim at distributed wide-area control
which involves the communication of remote signals. Here, we
introduce a novel approach to the analysis and control of inter-
area oscillations. Our framework is based on a stochastically
driven system with performance outputs chosen such that the
7Ho norm is associated with incoherent inter-area oscillations.
‘We show that an analysis of the output covariance matrix offers
new insights relative to modal approaches. Next, we leverage the
recently proposed sparsity-promoting optimal control approach
to des:gn controllers that use relative angle measurements and

ize the closed-loop performance and the
control archltecture For the IEEE 39 New England model, we
investigate performance trade-offs of different control architec-
tures and show that optimal retuning of decentralized control
strategies can effectively guard against inter-areas oscillations.

damped via decentralized controllers, whose gains are care-
fully tuned according to root locus criteria [7]-[9].

To improve upon the limitations of decentralized con-
trollers, recent research efforts aim at distributed wide-area
control strategies that involve the communication of remote
signals, see the surveys [10], [11] and the excellent articles
in [12]. The wide-area control signals are typically chosen
to maximize modal observability metrics [13], [14], and the
control design methods range from root locus criteria to
robust and optimal control approaches [15]-[17].

Here, we investigate a novel approach to the analysis and
control of inter-area oscillations. Our unifying analysis and
control framework is based on a stochastically driven power
system model with performance outputs inspired by slow
coherency theory [18], [19]. We analyze inter-area oscilla-
tions by means of the #, norm of this system, as in recent
related approaches for interconnected oscillator networks and
multi-machine power systems [20]-[22]. We show that an
analysis of power spectral density and variance amplification
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Outline
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Looking for data, toolboxes, & test cases

e Matpower for (optimal) power flow & static models

http://www.pserc.cornell.edu//matpower/

Power System Toolbox for dynamics & North American models

http://www.eps.ee.kth.se/personal/vanfretti/pst/Power_
System_Toolbox_Webpage/PST.html

IEEE Task Force PES PSDPC SCS: New York, Brazil, Australian
grids etc.; http://www.sel.eesc.usp.br/ieee/

ObjectStab for Modelica for dynamics & models

https://github.com/modelica-3rdparty/0ObjectStab

More freeware: MatDyn, PSAT, THYME, Dome,
http://ewh.ieee.org/cmte/psace/CAMS_taskforce/

Other: many test cases in papers, reports, task forces,
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http://www.pserc.cornell.edu//matpower/
http://www.eps.ee.kth.se/personal/vanfretti/pst/Power_System_Toolbox_Webpage/PST.html
http://www.eps.ee.kth.se/personal/vanfretti/pst/Power_System_Toolbox_Webpage/PST.html
http://www.sel.eesc.usp.br/ieee/
https://github.com/modelica-3rdparty/ObjectStab
http://ewh.ieee.org/cmte/psace/CAMS_taskforce/

Conclusions

Obviously, there is a lot more ... J
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final words of wisdom
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