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Part III: Advanced Topics



Computer
Vision Outline

1. Introduction to neural networks – this week
Basics of neural networks

2. Convolutional neural networks– 13.12
Basic applications of deep learning to image analysis and computer 
vision

3. Advanced topics and applications – 20.12



Computer
Vision A bit more detailed outline

3. Advanced topics and applications – 20.12
a. Visualization and diagnostics
b. Localization and classification
c. Unsupervised learning



Visualization and diagnostics



Computer
Vision Understanding how a network works

• Challenging task
• Multivariate interactions, information in different areas of the 

image are used in interaction with each other
• Nonlinear mapping between features and labels
• Hierarchical mapping, information gathered in multiple layers

• Definition of ‘understanding’ is crucial
• What do you exactly want to get out of the system?
• There are different approaches with different definitions
• We will see one particular example: Visualizing features

Visualization 



Computer
Vision Visualizing features

• Discussion based on [Zeiler and Fergus 2013]

• Visualizing the input that activates a neuron in any layer
• ``Deconvolutional’’ network

Visualization 
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Vision General network architecture

Output
Number of neurons
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Convolution followed by ReLu nonlinearity followed by 
max-pooling [optionally]

Fully connected layer: transformation followed by non-linearity

Similar to LeCun et al. 1998 and Krizhevsky et al. 2012

L(yn, f(xn; ✓)) = �
X

k2C
log(fk(xn; ✓))1(yn = k)
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Visualization 



Computer
Vision Interpreting internal features

Fully
connected 

layers

Convolutional layers
What input pattern activates a given neuron in an 

intermediate layer?

Visualization 



Computer
Vision Image dependent visualization

• The activation level in the neuron 
depends on the input image

• For different inputs it will be activated
at different levels

• The difference is due to the non-
linearity

• If it was linear, neuron’s activation 
would be based on the respective 
linear projection

• Analysis should be based on the 
input image. 

• The new question
“In the input image which pattern 
caused the activation in a given 
neuron in an intermediate layer?”

Max-pooling

Visualization 



Computer
Vision Size of the pattern in the input image

• Size of the input pattern changes with respect to the receptive field
• Depending on the layer the neuron sits, its receptive field changes
• The size of the input pattern changes as well. 
• The image patch that activates the blue neuron is larger than the one that 

activates the red neuron

Visualization 



Computer
Vision Operations in the forward pass

• Consider the operations we need to do 
in order to compute the activation in 
the blue neuron from the layer below
• Three operations

• Convolutions with a set of filters

• Non-linearity with ReLu function

• Max-pooling

Visualization 



Computer
Vision The idea

• Run an input image forward and 
compute all the features
• Keep the activation of the neuron 

you want and set the rest to 0. 
• Starting from the same layer run the 

operations in reverse order. 

• Unpool
• Rectify 
• Transposed convolution
• A linked reverse ”deconvolutional” 

network
• Modified layers are the inputs

Visualization 



Computer
Vision The idea

[Image from Zeiler and Fergus 2013]

Visualization 
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Vision Inverting the operations – max pooling

• Keep the max locations while 
forward passing the image
• While unpooling place the values

to the respective positions
• Pooling leads to information loss

• It is not possible to regenerate this 
information
• Instead zero values are placed for 

the locations where activations are 
discarded during forward pass

[Image from Zeiler and Fergus 2013]

Visualization 
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Vision Inverting the operations - ReLu

• Only keeps the positive layers
• As the reverse the same 

function is used
• ReLu yields only positive

activation maps
• To keep the activation maps 

the same, ReLu is used again 
to keep the activations during 
reconstruction positive
• You can in theory, also use the 

inverse of a function

Visualization 



Computer
Vision Inverting the operations - Convolution

• Transposed convolution
• The kernel is the kernel used

in the forward pass, flipped 
horizontally and vertically

a b c d e

f g h j i

k l m n o

p q r s t

u v w x y

Visualization 



Computer
Vision

[Images from Zeiler and Fergus 2013]

Visualization 
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Vision Feature maps

Visualizing and Understanding Convolutional Networks

Layer 1

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.

[Images from Zeiler and Fergus 2013]

Visualizing and Understanding Convolutional Networks

Layer 2

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.

Visualization 



Computer
Vision Further deeper features

Visualizing and Understanding Convolutional Networks

Layer 3

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.

[Images from Zeiler and Fergus 2013]

Visualization 



Computer
Vision Even further deeper

[Images from Zeiler and Fergus 2013]

Visualizing and Understanding Convolutional Networks

Layer 4 Layer 5

Figure 2. Visualization of features in a fully trained model. For layers 2-5 we show the top 9 activations in a random subset
of feature maps across the validation data, projected down to pixel space using our deconvolutional network approach.
Our reconstructions are not samples from the model: they are reconstructed patterns from the validation set that cause
high activations in a given feature map. For each feature map we also show the corresponding image patches. Note:
(i) the the strong grouping within each feature map, (ii) greater invariance at higher layers and (iii) exaggeration of
discriminative parts of the image, e.g. eyes and noses of dogs (layer 4, row 1, cols 1). Best viewed in electronic form.
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Vision Class activation maps

• So far for classification we were only interested in 
determining the class assignment 
• We also had a separate localization network that relied on 

separate classification tasks at proposal regions
• With slight modifications classification networks can identify

approximate locations
• Based on global average pooling idea
• Discussion based on [Zhou et al. 2016]
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Vision Normal classification network

Output
Number of neurons

equal number of classes
Convolution followed by ReLu nonlinearity followed by 
max-pooling [optionally]

Fully connected layer: transformation followed by non-linearity

Lastly fully connected
layers summarizing the

feature maps
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Computer
Vision Normal classification network

Output
Number of neurons

equal number of classes
Convolution followed by ReLu nonlinearity followed by 
max-pooling [optionally]

Fully connected layer: transformation followed by non-linearity

Lastly fully connected
layers summarizing the

feature maps

Information at this layer
is quite complicated

Visualization

Combined 
Localization



Computer
Vision We have also seen fully convolutional 

networks for segmentation

• Image size outputs
• Replaced the final fully connected layers
• Upsampling using transpose convolutions or bilinear upsampling

followed by convolutions

Visualization

Combined 
Localization
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Vision Combining these ideas

• Class activation maps combines these ideas
• Using Global Average Pooling

GAP
Global Average Pooling

• Like normal pooling, applies to each 
channel in a layer separately

• Averaging all the information to a 
single number! 
• Then continue as usual 

Visualization

Combined 
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Vision Activation Maps

[Image taken from Zhou et al. 2016]

• Per-class weighted sum of all the channels before global average 
pooling yields the class-specific activation map

Visualization

Combined 
Localization
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• Network architecture preceding the GAP layer can change
• Form of weak-supervision for localization

[Image taken from Zhou et al. 2016]
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Vision Various applications

• Especially in medical 
imaging
• Labels are expensive and

difficult to get.
• Approximate localization 

with CAM allow identifying 
areas of interest
• Also weak supervision to

train stronger localization
algorithms
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Vision Very coarse view on supervised learning

Supervised learning
• Patterns between two types of data
• Goal: predicting one from the other
• Examples have both types of data
• At prediction only one exist

30 years old

30 years old 74 years old

81 years old 17 years old

Visualization

Combined 
Localization

Unsupervised
Learning



Computer
Vision General idea in the supervised approach

Visualization
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Unsupervised
Learning

• Algorithms assume a mathematical model between features 
and labels

• Estimate the parameters of the model to best predict labels 
from features in the training examples

Machine Learning 
Algorithm

Parameters -
x y

✓
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Vision Unsupervised learning

Unsupervised learning of 
distributions

• Patterns within the data

• Goal: describe variability in the data
• Estimate the distribution of the data

• There is still a training dataset

• Examples have only features

Unsupervised learning of features
• Filters are important for performing image 

analysis tasks
• So far, we determine features in a supervised 

way, task-specific manner

• Determine features in an unsupervised manner
• Examples have only features

Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440–186,624–64,896–64,896–43,264–
4096–4096–1000.

neurons in a kernel map). The second convolutional layer takes as input the (response-normalized
and pooled) output of the first convolutional layer and filters it with 256 kernels of size 5⇥ 5⇥ 48.
The third, fourth, and fifth convolutional layers are connected to one another without any intervening
pooling or normalization layers. The third convolutional layer has 384 kernels of size 3 ⇥ 3 ⇥
256 connected to the (normalized, pooled) outputs of the second convolutional layer. The fourth
convolutional layer has 384 kernels of size 3 ⇥ 3 ⇥ 192 , and the fifth convolutional layer has 256
kernels of size 3⇥ 3⇥ 192. The fully-connected layers have 4096 neurons each.

4 Reducing Overfitting

Our neural network architecture has 60 million parameters. Although the 1000 classes of ILSVRC
make each training example impose 10 bits of constraint on the mapping from image to label, this
turns out to be insufficient to learn so many parameters without considerable overfitting. Below, we
describe the two primary ways in which we combat overfitting.

4.1 Data Augmentation

The easiest and most common method to reduce overfitting on image data is to artificially enlarge
the dataset using label-preserving transformations (e.g., [25, 4, 5]). We employ two distinct forms
of data augmentation, both of which allow transformed images to be produced from the original
images with very little computation, so the transformed images do not need to be stored on disk.
In our implementation, the transformed images are generated in Python code on the CPU while the
GPU is training on the previous batch of images. So these data augmentation schemes are, in effect,
computationally free.

The first form of data augmentation consists of generating image translations and horizontal reflec-
tions. We do this by extracting random 224⇥ 224 patches (and their horizontal reflections) from the
256⇥256 images and training our network on these extracted patches4. This increases the size of our
training set by a factor of 2048, though the resulting training examples are, of course, highly inter-
dependent. Without this scheme, our network suffers from substantial overfitting, which would have
forced us to use much smaller networks. At test time, the network makes a prediction by extracting
five 224 ⇥ 224 patches (the four corner patches and the center patch) as well as their horizontal
reflections (hence ten patches in all), and averaging the predictions made by the network’s softmax
layer on the ten patches.

The second form of data augmentation consists of altering the intensities of the RGB channels in
training images. Specifically, we perform PCA on the set of RGB pixel values throughout the
ImageNet training set. To each training image, we add multiples of the found principal components,

4This is the reason why the input images in Figure 2 are 224⇥ 224⇥ 3-dimensional.
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with magnitudes proportional to the corresponding eigenvalues times a random variable drawn from
a Gaussian with mean zero and standard deviation 0.1. Therefore to each RGB image pixel Ixy =
[IRxy, I

G
xy, I

B
xy]

T we add the following quantity:

[p1,p2,p3][↵1�1,↵2�2,↵3�3]
T

where pi and �i are ith eigenvector and eigenvalue of the 3 ⇥ 3 covariance matrix of RGB pixel
values, respectively, and ↵i is the aforementioned random variable. Each ↵i is drawn only once
for all the pixels of a particular training image until that image is used for training again, at which
point it is re-drawn. This scheme approximately captures an important property of natural images,
namely, that object identity is invariant to changes in the intensity and color of the illumination. This
scheme reduces the top-1 error rate by over 1%.

4.2 Dropout

Combining the predictions of many different models is a very successful way to reduce test errors
[1, 3], but it appears to be too expensive for big neural networks that already take several days
to train. There is, however, a very efficient version of model combination that only costs about a
factor of two during training. The recently-introduced technique, called “dropout” [10], consists
of setting to zero the output of each hidden neuron with probability 0.5. The neurons which are
“dropped out” in this way do not contribute to the forward pass and do not participate in back-
propagation. So every time an input is presented, the neural network samples a different architecture,
but all these architectures share weights. This technique reduces complex co-adaptations of neurons,
since a neuron cannot rely on the presence of particular other neurons. It is, therefore, forced to
learn more robust features that are useful in conjunction with many different random subsets of the
other neurons. At test time, we use all the neurons but multiply their outputs by 0.5, which is a
reasonable approximation to taking the geometric mean of the predictive distributions produced by
the exponentially-many dropout networks.

We use dropout in the first two fully-connected layers of Figure 2. Without dropout, our network ex-
hibits substantial overfitting. Dropout roughly doubles the number of iterations required to converge.

Figure 3: 96 convolutional kernels of size
11⇥11⇥3 learned by the first convolutional
layer on the 224⇥224⇥3 input images. The
top 48 kernels were learned on GPU 1 while
the bottom 48 kernels were learned on GPU
2. See Section 6.1 for details.

5 Details of learning

We trained our models using stochastic gradient descent
with a batch size of 128 examples, momentum of 0.9, and
weight decay of 0.0005. We found that this small amount
of weight decay was important for the model to learn. In
other words, weight decay here is not merely a regularizer:
it reduces the model’s training error. The update rule for
weight w was

vi+1 := 0.9 · vi � 0.0005 · ✏ · wi � ✏ ·
⌧
@L

@w

��
wi

�

Di

wi+1 := wi + vi+1

where i is the iteration index, v is the momentum variable, ✏ is the learning rate, and
D

@L
@w

��
wi

E

Di

is
the average over the ith batch Di of the derivative of the objective with respect to w, evaluated at
wi.

We initialized the weights in each layer from a zero-mean Gaussian distribution with standard de-
viation 0.01. We initialized the neuron biases in the second, fourth, and fifth convolutional layers,
as well as in the fully-connected hidden layers, with the constant 1. This initialization accelerates
the early stages of learning by providing the ReLUs with positive inputs. We initialized the neuron
biases in the remaining layers with the constant 0.

We used an equal learning rate for all layers, which we adjusted manually throughout training.
The heuristic which we followed was to divide the learning rate by 10 when the validation error
rate stopped improving with the current learning rate. The learning rate was initialized at 0.01 and

6

Both are unsupervised in the sense that there are no labels!
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• Sample from the distribution of image to generate images

LARGE SCALE GAN TRAINING FOR
HIGH FIDELITY NATURAL IMAGE SYNTHESIS

Andrew Brock⇤

Heriot-Watt University
ajb5@hw.ac.uk

Jeff Donahue
DeepMind
jeffdonahue@google.com

Karen Simonyan
DeepMind
simonyan@google.com

ABSTRACT

Despite recent progress in generative image modeling, successfully generating
high-resolution, diverse samples from complex datasets such as ImageNet remains
an elusive goal. To this end, we train Generative Adversarial Networks at the
largest scale yet attempted, and study the instabilities specific to such scale. We
find that applying orthogonal regularization to the generator renders it amenable
to a simple “truncation trick,” allowing fine control over the trade-off between
sample fidelity and variety by truncating the latent space. Our modifications lead
to models which set the new state of the art in class-conditional image synthe-
sis. When trained on ImageNet at 128⇥128 resolution, our models (BigGANs)
achieve an Inception Score (IS) of 166.3 and Fréchet Inception Distance (FID) of
9.6, improving over the previous best IS of 52.52 and FID of 18.65.

1 INTRODUCTION

Figure 1: Class-conditional samples generated by our model.

The state of generative image modeling has advanced dramatically in recent years, with Generative
Adversarial Networks (GANs, Goodfellow et al. (2014)) at the forefront of efforts to generate high-
fidelity, diverse images with models learned directly from data. GAN training is dynamic, and
sensitive to nearly every aspect of its setup (from optimization parameters to model architecture),
but a torrent of research has yielded empirical and theoretical insights enabling stable training in
a variety of settings. Despite this progress, the current state of the art in conditional ImageNet
modeling (Zhang et al., 2018) achieves an Inception Score (Salimans et al., 2016) of 52.5, compared
to 233 for real data.

In this work, we set out to close the gap in fidelity and variety between images generated by GANs
and real-world images from the ImageNet dataset. We make the following three contributions to-
wards this goal:

• We demonstrate that GANs benefit dramatically from scaling, and train models with two
to four times as many parameters and eight times the batch size compared to prior art. We
introduce two simple, general architectural changes that improve scalability, and modify a
regularization scheme to improve conditioning, demonstrably boosting performance.

⇤Work done at DeepMind
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[Figure from Brock, Donahue and Simonyan 2018 – Class conditional generation of images]
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• Style transfer 

[Figure from Karras, Laine and Aila, 2018]
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Vision Why is this useful? 

Improving resolution of an image

bicubic SRResNet SRGAN original
(21.59dB/0.6423) (23.53dB/0.7832) (21.15dB/0.6868)

Figure 2: From left to right: bicubic interpolation, deep residual network optimized for MSE, deep residual generative
adversarial network optimized for a loss more sensitive to human perception, original HR image. Corresponding PSNR and
SSIM are shown in brackets. [4× upscaling]

perceptual difference between the super-resolved and orig-
inal image means that the recovered image is not photo-
realistic as defined by Ferwerda [15].

In this work we propose a super-resolution generative
adversarial network (SRGAN) for which we employ a
deep residual network (ResNet) with skip-connection and
diverge from MSE as the sole optimization target. Different
from previous works, we define a novel perceptual loss us-
ing high-level feature maps of the VGG network [48, 32, 4]
combined with a discriminator that encourages solutions
perceptually hard to distinguish from the HR reference
images. An example photo-realistic image that was super-
resolved with a 4× upscaling factor is shown in Figure 1.

1.1. Related work

1.1.1 Image super-resolution

Recent overview articles on image SR include Nasrollahi
and Moeslund [42] or Yang et al. [60]. Here we will focus
on single image super-resolution (SISR) and will not further
discuss approaches that recover HR images from multiple
images [3, 14].

Prediction-based methods were among the first methods
to tackle SISR. While these filtering approaches, e.g. linear,
bicubic or Lanczos [13] filtering, can be very fast, they
oversimplify the SISR problem and usually yield solutions
with overly smooth textures. Methods that put particularly
focus on edge-preservation have been proposed [1, 38].

More powerful approaches aim to establish a complex
mapping between low- and high-resolution image informa-
tion and usually rely on training data. Many methods that
are based on example-pairs rely on LR training patches for

which the corresponding HR counterparts are known. Early
work was presented by Freeman et al. [17, 16]. Related ap-
proaches to the SR problem originate in compressed sensing
[61, 11, 68]. In Glasner et al. [20] the authors exploit patch
redundancies across scales within the image to drive the SR.
This paradigm of self-similarity is also employed in Huang
et al. [30], where self dictionaries are extended by further
allowing for small transformations and shape variations. Gu
et al. [24] proposed a convolutional sparse coding approach
that improves consistency by processing the whole image
rather than overlapping patches.

To reconstruct realistic texture detail while avoiding
edge artifacts, Tai et al. [51] combine an edge-directed SR
algorithm based on a gradient profile prior [49] with the
benefits of learning-based detail synthesis. Zhang et al. [69]
propose a multi-scale dictionary to capture redundancies of
similar image patches at different scales. To super-resolve
landmark images, Yue et al. [66] retrieve correlating HR
images with similar content from the web and propose a
structure-aware matching criterion for alignment.

Neighborhood embedding approaches upsample a LR
image patch by finding similar LR training patches in a low
dimensional manifold and combining their corresponding
HR patches for reconstruction [53, 54]. In Kim and Kwon
[34] the authors emphasize the tendency of neighborhood
approaches to overfit and formulate a more general map of
example pairs using kernel ridge regression. The regression
problem can also be solved with Gaussian process regres-
sion [26], trees [45] or Random Forests [46]. In Dai et al.
[5] a multitude of patch-specific regressors is learned and
the most appropriate regressors selected during testing.

Recently convolutional neural network (CNN) based SR

4682

bicubic SRResNet SRGAN original
(21.59dB/0.6423) (23.53dB/0.7832) (21.15dB/0.6868)

Figure 2: From left to right: bicubic interpolation, deep residual network optimized for MSE, deep residual generative
adversarial network optimized for a loss more sensitive to human perception, original HR image. Corresponding PSNR and
SSIM are shown in brackets. [4× upscaling]

perceptual difference between the super-resolved and orig-
inal image means that the recovered image is not photo-
realistic as defined by Ferwerda [15].

In this work we propose a super-resolution generative
adversarial network (SRGAN) for which we employ a
deep residual network (ResNet) with skip-connection and
diverge from MSE as the sole optimization target. Different
from previous works, we define a novel perceptual loss us-
ing high-level feature maps of the VGG network [48, 32, 4]
combined with a discriminator that encourages solutions
perceptually hard to distinguish from the HR reference
images. An example photo-realistic image that was super-
resolved with a 4× upscaling factor is shown in Figure 1.

1.1. Related work

1.1.1 Image super-resolution

Recent overview articles on image SR include Nasrollahi
and Moeslund [42] or Yang et al. [60]. Here we will focus
on single image super-resolution (SISR) and will not further
discuss approaches that recover HR images from multiple
images [3, 14].

Prediction-based methods were among the first methods
to tackle SISR. While these filtering approaches, e.g. linear,
bicubic or Lanczos [13] filtering, can be very fast, they
oversimplify the SISR problem and usually yield solutions
with overly smooth textures. Methods that put particularly
focus on edge-preservation have been proposed [1, 38].

More powerful approaches aim to establish a complex
mapping between low- and high-resolution image informa-
tion and usually rely on training data. Many methods that
are based on example-pairs rely on LR training patches for

which the corresponding HR counterparts are known. Early
work was presented by Freeman et al. [17, 16]. Related ap-
proaches to the SR problem originate in compressed sensing
[61, 11, 68]. In Glasner et al. [20] the authors exploit patch
redundancies across scales within the image to drive the SR.
This paradigm of self-similarity is also employed in Huang
et al. [30], where self dictionaries are extended by further
allowing for small transformations and shape variations. Gu
et al. [24] proposed a convolutional sparse coding approach
that improves consistency by processing the whole image
rather than overlapping patches.

To reconstruct realistic texture detail while avoiding
edge artifacts, Tai et al. [51] combine an edge-directed SR
algorithm based on a gradient profile prior [49] with the
benefits of learning-based detail synthesis. Zhang et al. [69]
propose a multi-scale dictionary to capture redundancies of
similar image patches at different scales. To super-resolve
landmark images, Yue et al. [66] retrieve correlating HR
images with similar content from the web and propose a
structure-aware matching criterion for alignment.

Neighborhood embedding approaches upsample a LR
image patch by finding similar LR training patches in a low
dimensional manifold and combining their corresponding
HR patches for reconstruction [53, 54]. In Kim and Kwon
[34] the authors emphasize the tendency of neighborhood
approaches to overfit and formulate a more general map of
example pairs using kernel ridge regression. The regression
problem can also be solved with Gaussian process regres-
sion [26], trees [45] or Random Forests [46]. In Dai et al.
[5] a multitude of patch-specific regressors is learned and
the most appropriate regressors selected during testing.

Recently convolutional neural network (CNN) based SR

4682

[Figure from Ledig et al. 2017]

Bayesian reconstruction of medical images

[Figure from Tezcan et al. 2018]
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Vision Why is this useful? 

• Many more applications: 
• In-painting
• Realistic video and image editing
• Video frame prediction
• Outlier detection 
• …

• Scientifically
• Building a model of the visual world
• Possibly an important component in human learning. 

• We do not see 100s of cups to understand what a cup is
• We constantly observe around and get visual input to our brains.
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Vision Images are big

• Images are very high dimensional
• Consider a small image of 64x64
• Even that is 4096 dimensional! 
• We need to keep that in mind when we think

about unsupervised learning.
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Vision The most straightforward way

• Kernel density estimation (KDE)
• Given a sample set of images the naïve way is

• Place a ”kernel” around each training sample
• Determine the likelihood of a new sample based on these kernels
• If kernels depends on Euclidean distance, e.g. Gaussian kernel, then 

likelihood is related to the distance in Euclidean space.
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Vision Bad idea due to the dimensions

• For the KDE to work, roughly speaking, you 
need to somehow “fill” the space, e.g.

• To fill a space of 4096 dimensions, you need 
a lot of samples, we need to find a better 
solution. 
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Vision Latent variable models

• Assume that images live in a lower dimensional sub-space
• We build a mapping between them

image space
latent space
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Vision Probabilistic principal component 

analysis
• Assumes the mapping is a linear one
• Probabilistic principal component analysis [Tipping & Bishop 1999]

image space
latent space

Visualization

Combined 
Localization

Unsupervised
Learning

Distribution
Learning



Computer
Vision Link to PCA

• Maximum likelihood estimate of the parameters yield the PCA
• Eigenvalues and eigenvectors of the sample covariance matrix
• Derivation in [Tipping and Bishop 1999]
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Vision Non-linear maps

• In supervised learning linear maps were not enough
• The same idea applies here

image space
latent space
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[MacKay, Nucl. Inst. Met. In Physics Research 1995]
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: Parameterize with a network with parameters !

For the given samples, maximize with respect to !

using Monte Carlo integration

Sampling was not efficient for very large dimensional problems, need too many samples
MacKay hinted importance sampling
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Builds on density networks concept but instead of Monte-Carlo uses variational
inference with a network parameterized sampling (approximate) distribution

Let’s find a distribution more 
focused so I will sample for less for 
the same approximation
Importance Sampling
Best option is the posterior p(z|x)

Jensen’s Inequality

Evidence lower-bound : Maximize this instead of real likelihood
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Encoding Model Decoding Model 

Takes an image and maps it to the 
posterior distribution in the latent space. 
Encodes to the lower dimensional space

Takes the lower dimensional 
representation and maps to an image. 
Can be used as a sampler.
Can be used as a reconstruction tool
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Encoding Model Decoding Model 

Both Gaussian Models
Homework: Can you determine the link with the probabilistic PCA model?
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Real patches of 28x28 VAE Generated

60 components

PCA

60 components

PCA

250 components

[Tezcan et al. 2018]

Image patches from Magnetic Resonance Images of the brain
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Instead of an explicit probabilistic model, a GAN is a sampling tool that generates 
samples from the data distribution 

Generator
Generates realistic looking images 

from random samples in the 
latent space. 

Real or Fake

Discriminator

Tries to classify images into two categories:
Real or generated (Fake)
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Generator - G
Tries to create samples that can

fool the discriminator 

Real or Fake

Discriminator - D
Tries to identifies the images

the generator creates

Solve this problem: Optimize the network weights with a two-player game
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[Images from Goodfellow et al. 2014]
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Vision Very active area of research

December 12, 2018

• The model is not yet peer-reviewed
• However, the samples they claim to

generate are remarkable. 

Interpolation between images

Visualization

Combined 
Localization

Unsupervised
Learning

Distribution
Learning



Computer
Vision Unsupervised learning

Unsupervised learning of 
distributions

• Patterns within the data
• Goal: describe variability in the data
• Estimate the distribution of the data
• Only features
• Examples have only features

Unsupervised learning of features
• Filters are important for performing image 

analysis tasks
• So far, we determine features in a supervised 

way, task-specific manner

• Determine features in an unsupervised manner
• Examples have only features

Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440–186,624–64,896–64,896–43,264–
4096–4096–1000.

neurons in a kernel map). The second convolutional layer takes as input the (response-normalized
and pooled) output of the first convolutional layer and filters it with 256 kernels of size 5⇥ 5⇥ 48.
The third, fourth, and fifth convolutional layers are connected to one another without any intervening
pooling or normalization layers. The third convolutional layer has 384 kernels of size 3 ⇥ 3 ⇥
256 connected to the (normalized, pooled) outputs of the second convolutional layer. The fourth
convolutional layer has 384 kernels of size 3 ⇥ 3 ⇥ 192 , and the fifth convolutional layer has 256
kernels of size 3⇥ 3⇥ 192. The fully-connected layers have 4096 neurons each.

4 Reducing Overfitting

Our neural network architecture has 60 million parameters. Although the 1000 classes of ILSVRC
make each training example impose 10 bits of constraint on the mapping from image to label, this
turns out to be insufficient to learn so many parameters without considerable overfitting. Below, we
describe the two primary ways in which we combat overfitting.

4.1 Data Augmentation

The easiest and most common method to reduce overfitting on image data is to artificially enlarge
the dataset using label-preserving transformations (e.g., [25, 4, 5]). We employ two distinct forms
of data augmentation, both of which allow transformed images to be produced from the original
images with very little computation, so the transformed images do not need to be stored on disk.
In our implementation, the transformed images are generated in Python code on the CPU while the
GPU is training on the previous batch of images. So these data augmentation schemes are, in effect,
computationally free.

The first form of data augmentation consists of generating image translations and horizontal reflec-
tions. We do this by extracting random 224⇥ 224 patches (and their horizontal reflections) from the
256⇥256 images and training our network on these extracted patches4. This increases the size of our
training set by a factor of 2048, though the resulting training examples are, of course, highly inter-
dependent. Without this scheme, our network suffers from substantial overfitting, which would have
forced us to use much smaller networks. At test time, the network makes a prediction by extracting
five 224 ⇥ 224 patches (the four corner patches and the center patch) as well as their horizontal
reflections (hence ten patches in all), and averaging the predictions made by the network’s softmax
layer on the ten patches.

The second form of data augmentation consists of altering the intensities of the RGB channels in
training images. Specifically, we perform PCA on the set of RGB pixel values throughout the
ImageNet training set. To each training image, we add multiples of the found principal components,

4This is the reason why the input images in Figure 2 are 224⇥ 224⇥ 3-dimensional.
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with magnitudes proportional to the corresponding eigenvalues times a random variable drawn from
a Gaussian with mean zero and standard deviation 0.1. Therefore to each RGB image pixel Ixy =
[IRxy, I

G
xy, I

B
xy]

T we add the following quantity:

[p1,p2,p3][↵1�1,↵2�2,↵3�3]
T

where pi and �i are ith eigenvector and eigenvalue of the 3 ⇥ 3 covariance matrix of RGB pixel
values, respectively, and ↵i is the aforementioned random variable. Each ↵i is drawn only once
for all the pixels of a particular training image until that image is used for training again, at which
point it is re-drawn. This scheme approximately captures an important property of natural images,
namely, that object identity is invariant to changes in the intensity and color of the illumination. This
scheme reduces the top-1 error rate by over 1%.

4.2 Dropout

Combining the predictions of many different models is a very successful way to reduce test errors
[1, 3], but it appears to be too expensive for big neural networks that already take several days
to train. There is, however, a very efficient version of model combination that only costs about a
factor of two during training. The recently-introduced technique, called “dropout” [10], consists
of setting to zero the output of each hidden neuron with probability 0.5. The neurons which are
“dropped out” in this way do not contribute to the forward pass and do not participate in back-
propagation. So every time an input is presented, the neural network samples a different architecture,
but all these architectures share weights. This technique reduces complex co-adaptations of neurons,
since a neuron cannot rely on the presence of particular other neurons. It is, therefore, forced to
learn more robust features that are useful in conjunction with many different random subsets of the
other neurons. At test time, we use all the neurons but multiply their outputs by 0.5, which is a
reasonable approximation to taking the geometric mean of the predictive distributions produced by
the exponentially-many dropout networks.

We use dropout in the first two fully-connected layers of Figure 2. Without dropout, our network ex-
hibits substantial overfitting. Dropout roughly doubles the number of iterations required to converge.

Figure 3: 96 convolutional kernels of size
11⇥11⇥3 learned by the first convolutional
layer on the 224⇥224⇥3 input images. The
top 48 kernels were learned on GPU 1 while
the bottom 48 kernels were learned on GPU
2. See Section 6.1 for details.

5 Details of learning

We trained our models using stochastic gradient descent
with a batch size of 128 examples, momentum of 0.9, and
weight decay of 0.0005. We found that this small amount
of weight decay was important for the model to learn. In
other words, weight decay here is not merely a regularizer:
it reduces the model’s training error. The update rule for
weight w was

vi+1 := 0.9 · vi � 0.0005 · ✏ · wi � ✏ ·
⌧
@L

@w

��
wi

�

Di

wi+1 := wi + vi+1

where i is the iteration index, v is the momentum variable, ✏ is the learning rate, and
D

@L
@w

��
wi

E

Di

is
the average over the ith batch Di of the derivative of the objective with respect to w, evaluated at
wi.

We initialized the weights in each layer from a zero-mean Gaussian distribution with standard de-
viation 0.01. We initialized the neuron biases in the second, fourth, and fifth convolutional layers,
as well as in the fully-connected hidden layers, with the constant 1. This initialization accelerates
the early stages of learning by providing the ReLUs with positive inputs. We initialized the neuron
biases in the remaining layers with the constant 0.

We used an equal learning rate for all layers, which we adjusted manually throughout training.
The heuristic which we followed was to divide the learning rate by 10 when the validation error
rate stopped improving with the current learning rate. The learning rate was initialized at 0.01 and
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Computer
Vision Unsupervised learning of features

• Features are important, they are the essential building blocks
• For any task it is important to get the right features
• It requires large number of labelled images to do this
1. It would be wonderful if we could do it with only few images
2. Humans do not seem to require lots of labelled images for good 

features, assuming humans do have good features
3. Are there features that can be used for any visual task?
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Computer
Vision Auto-encoding models

Encoding path Decoding path

The bottleneck layer does not allow the network to learn an identity map
It learns to summarize the most important information for reconstruction
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Computer
Vision Auto-encoding models

Encoding path Decoding path

Minimization only requires the images. The goal is to be able to 
reconstruct the image with high fidelity.
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Computer
Vision Auto-encoding models

Encoding path Decoding path
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Computer
Vision Auto-encoding models

Encoding path

Features learnt here can then be translated 
to another task either directly or by fine-tuning, i.e. starting the optimization
from the pre-learnt weights
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Train these layers with 
labelled examples



Computer
Vision In practice

• The features learnt from a simple auto-encoder can be very
helpful
• They are not however, extremely useful
• In the end, you may still need large number of labelled 

examples
• Not as large as training from scratch though
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Computer
Vision An example from more recent works –

Context-Encoder
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