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Accurate, portable and personal air pollution sensing devices enable quantification of individual exposure to air pollution, personalized health advice and assistance applications. Wearables are promising (e.g., on wristbands, attached to belts or backpacks) to integrate commercial off-the-shelf gas sensors for personal air pollution sensing. Yet previous research lacks comprehensive investigations on the accuracies of air pollution sensing on wearables. In response, we proposed W-Air, an accurate personal multi-pollutant monitoring platform for wearables. We discovered that human emissions introduce non-linear interference when low-cost gas sensors are integrated into wearables, which is overlooked in existing studies. W-Air adopts a sensor-fusion calibration scheme to recover high-fidelity ambient pollutant concentrations from the human interference. It also leverages a neural network with shared hidden layers to boost calibration parameter training with fewer measurements and utilizes semi-supervised regression for calibration parameter updating with little user intervention. We prototyped W-Air on a wristband with low-cost gas sensors. Evaluations demonstrated that W-Air reports accurate measurements both with and without human interference and is able to automatically learn and adapt to new environments.
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1 INTRODUCTION

Air pollution monitoring. Air pollution affects human health, productivity and comfort. Atmospheric pollutants outdoors such as ozone (O₃) contribute to respiratory symptoms when people engage in outdoor exercises and activities [23]. Continuous ozone monitoring is not only important due to ozone’s toxicity but also due to its strong impact on various other major pollutants such as nitrogen oxides (NOₓ) [8]. According to the World Health Organization (WHO), 11.6% of the global deaths in 2012 were linked to air pollution [55]. Providing air pollution information to individuals enables them to understand and improve the air quality of their living environments. There is a growing demand to increase the spatio-temporal resolution of air pollution monitoring. Governmental institutions deploy expensive high-end air pollution sensors in a few stations across a city. The measurements only suffice to estimate the average pollution exposure experienced by the majority of the population for urban planning and policy making. In recent years low-cost sensors have been deployed by researchers and agencies in
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static stations [56] or on mobile vehicles [15] to build air pollution maps for citizens. However, these maps have in general low accuracy and low spatio-temporal resolution and, therefore, can be misleading when assessing personal exposure for quantitative studies and applications. Due to the complex heterogeneity of air pollutants [27] and the diverse moving patterns of individuals [18], personal air pollution sampling is necessary for meaningful personal exposure analysis [33, 36].

**Motivation.** Personal air pollution monitoring for quantitative health and well-being applications requires accurate, convenient, quasi-continuous collection of heterogeneous data. For instance, researchers record both individual micro-environment (e.g., temperature, wind speed, noise, air pollution) and psychological states (e.g., skin temperature, heart rate) via a set of wearable sensors to investigate the impact of urban environments on citizen’s health and quality of life [28, 29, 41]. Simultaneous sensing of biological and environmental data enables personalized advice and assistance applications that promote a healthier lifestyle and improved health-care prevention.

To design air pollution sensing devices for the above studies and applications, we primarily focus on integrating low-cost gas sensors into wrist-worn devices. (i) Many users wear wristbands or smart-watches most of the day, providing long-term closeness to the body and exposure to the ambient air. (ii) Biological parameters are commonly measured by wearables such as wristbands [29, 41]. Integrating environmental sensors into wearables can improve the compactness and usability of the infrastructure for environment-related physiological applications.

**Challenges.** Despite various portable air pollution sensing devices [3, 5, 18, 34, 60], there is a void in air pollution sensing on wearables. Due to their small size, metal oxide (MOX) sensors have been widely adopted to measure a wide spectrum of important air pollutants [21] on portable devices [32, 36]. However, similar to other low-cost gas sensors, MOX sensors suffer from low selectivity, i.e., they are cross-sensitive to various substances in the air [25]. Since human beings can emit multiple gases through natural skin oils [54], cosmetics [53], textiles [38] or respiration [7], these gases may interfere with the measurements of the ambient atmospheric pollutants when the sensors are placed close to the human body (e.g., on wristbands, attached to belts or backpacks). Hence it is crucial to investigate and filter the human interference to acquire accurate measurements of ambient air pollution.

In this paper, we design and implement W-Air, the first-of-its-kind personal air pollutant monitoring platform for wearables with low-cost gas sensors. As a proof-of-concept, we focus on monitoring concentrations of ambient O\textsubscript{3} and CO\textsubscript{2}, two important outdoor and indoor gas pollutants. We aim to answer the following questions.

- **Does the wearable setting introduce new challenges for accurate air pollution sensing?** Through measurement studies, we observe that the measurements of low-cost MOX gas sensors significantly deviate from the ground truth when there is close human presence and the deviation is non-linear. A linear calibration model, which is typically provided by the sensor manufacturer, yields measurement errors that make it impossible to draw any conclusions about the actual O\textsubscript{3} and CO\textsubscript{2} concentration when there is human interference. We also note that such human interference is not restricted to the wrist-worn setting. Attaching the gas sensors to other popular wearable settings, such as belts or backpacks, still yield notable interference from human emissions.

- **How to enable accurate air pollution monitoring on wearables?** A key finding is that the human interference can be characterized by increasing VOC concentrations. Different MOX gas sensors react differently to these VOC concentrations due to their individual specific cross-sensitivities. Therefore we design a neural network based calibration framework by jointly considering measurements from two different low-cost MOX sensors to eliminate the non-linear interference of VOC emissions caused by human beings. Since W-Air is expected to measure ambient O\textsubscript{3} and CO\textsubscript{2} concentration accurately both with and without human interference, large amounts of measurements in both cases are needed for training the calibration parameters. To improve the usability of W-Air, we apply a neural network architecture with shared layers.
and a semi-supervised regression technique to boost the training process with fewer samples and little user intervention compared to traditional neural network architectures.

**Contributions and road-map.** The main contributions of this work are summarized as follows.

- We discover and characterize the human interference on the measurements of low-cost MOX sensors, a crucial yet largely overlooked issue to obtain accurate ambient gas measurements on wearables (e.g., wrist-worn, attached to a belt or a backpack).
- We propose an effective sensor-fusion calibration scheme to recover ambient outdoor $O_3$ and indoor $CO_2$ concentrations from low-cost gas sensor readings during human interference situations. Our calibration method is based on a neural network that uses measurements from two different MOX gas sensors and a temperature sensor to accurately estimate $O_3$ and $CO_2$ concentrations. We further utilize a shared layer architecture to bootstrap the supervised training process of our neural network with fewer samples compared to typical neural network architectures. Additionally, we apply semi-supervised regression for parameter updating with little human intervention. W-Air sets a new standard for portable air pollution monitoring with easy maintenance.
- We prototype the above design using COTS MOX gas sensors integrated on a wristband platform. To the best of our knowledge, W-Air is the first working air pollutant monitoring platform using COTS gas sensors for wristbands and smart-watches. Evaluations show that W-Air is able to measure ambient $O_3$ and $CO_2$ concentrations with an error of around 4.3 ppb and 64 ppm respectively. Overall, W-Air achieves a data quality that is sufficient for personal air pollution monitoring [47, 49].

In the rest of the paper, we first review relevant literature (Sec. 2), present the measurement study (Sec. 3) and the exploratory calibration (Sec. 4) on the human interference. Then we elaborate on the design (Sec. 5) and evaluation (Sec. 6) of W-Air. We discuss limitations and future work in Sec. 7 and finally conclude this work in Sec. 8.

## 2 RELATED WORK

W-Air is proposed to meet the need for applications in *crowdsourced environment sensing* and *personal environment sensing*. The design of W-Air is built upon previous research on *portable air pollution sensing devices* and *gas sensor calibration*. We review the closely relevant works as follows.

### 2.1 Crowdsourced Environment Sensing

Mobile crowdsourcing, or participatory sensing, has been widely adopted for environment sensing. In crowdsourced environment sensing, unprofessional users take measurements of the environment “in the form of an open call” [17] with their smartphones or other portable devices to cover a large spatio-temporal range. For example, Ear-Phone [39] is an end-to-end crowdsourced noise sensing and mapping system that builds an urban noise map by measuring noise from smartphones. It leverages compressive sensing to construct accurate noise maps from the sparse and random crowdsourced noise measurements. Overeem *et al.* [35] design techniques to infer ambient temperature from crowdsourced smartphone battery temperature and air temperature reported by meteorological stations. Combined with location and time information, they achieve an average estimation accuracy of 1.45°C. Atmos [30, 31] is a crowdsourced weather data application that not only automatically samples smartphone sensors (GPS, temperature, light, pressure), but also allows manual input for current and future weather condition estimation. The Atmos application shows an average accuracy of less than 2.7°C for ambient temperature estimation using such a hybrid (automatic sensing and manual user input) crowdsourcing approach.

Crowdsourced air pollution sensing is also of growing research interest because static air pollution monitoring stations are sparsely deployed in cities and limited in spatial resolution [15]. Compared with other environmental...
Table 1. Comparison of portable air pollution sensing devices. W-Air is designed for wearable settings, evaluated in both indoor and outdoor scenarios, and targets both crowdsourced and personal environment sensing applications.

<table>
<thead>
<tr>
<th>System</th>
<th>Pollutant</th>
<th>Technology</th>
<th>Usage</th>
<th>Scenario</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budde et al. [3]</td>
<td>Dust (PM$<em>{2.5}$, PM$</em>{10}$)</td>
<td>Optical</td>
<td>Carriable</td>
<td>I + O</td>
<td>C</td>
</tr>
<tr>
<td>AirSense [60]</td>
<td>Dust (PM$_{2.5}$)</td>
<td>Optical</td>
<td>Carriable</td>
<td>I + O</td>
<td>C + P</td>
</tr>
<tr>
<td>MyPart [48]</td>
<td>Dust (PM$_{10}$)</td>
<td>Optical</td>
<td>Wearable</td>
<td>I + O</td>
<td>C + P</td>
</tr>
<tr>
<td>MAQS [18]</td>
<td>Gas (CO$_2$)</td>
<td>Optical</td>
<td>Carriable</td>
<td>I</td>
<td>P</td>
</tr>
<tr>
<td>CitiSense [32]</td>
<td>Gas (CO, NO$_2$, O$_3$)</td>
<td>MOX</td>
<td>Carriable</td>
<td>I + O</td>
<td>C</td>
</tr>
<tr>
<td>Common Sense [5]</td>
<td>Gas (CO, NO$_x$, O$_3$)</td>
<td>N/A</td>
<td>Handheld</td>
<td>O</td>
<td>C</td>
</tr>
<tr>
<td>Oletic et al. [34]</td>
<td>Gas (CO, NO$_2$, SO$_2$)</td>
<td>Electrochemical</td>
<td>Handheld</td>
<td>O</td>
<td>C</td>
</tr>
<tr>
<td>Piedrahita et al. [36]</td>
<td>Gas (CO, CO$_2$, NO$_2$, O$_3$)</td>
<td>MOX, Optical</td>
<td>Carriable</td>
<td>I + O</td>
<td>C + P</td>
</tr>
</tbody>
</table>

W-Air                    | Gas (CO$_2$, O$_3$) | MOX       | Wearable    | I + O    | C + P       |

Note 1: I - indoor; O - outdoor; C - crowdsourced air pollution sensing; P - personal exposure monitoring.

Note 2: The usage of the device is partially determined by its compactness. Wrist-worn devices are smaller in size than carriable and handheld designs.

data, air pollution (e.g., gases and dust) can hardly be measured by smartphone sensors. Hence the first step for crowdsourced air pollution sensing is to design portable and accurate sensing devices suitable for crowdsourced users, which partially motivates our work.

2.2 Personal Environment Sensing

Due to the complex spatial heterogeneity of pollutants [27], personal environment sensing is important for quantitative studies such as personal exposure assessment. For example, Oglesby et al. [33] report that personal air pollution sampling is necessary for short-term analysis of personal ultrafine particle exposure. In many personal environment sensing applications, the sensing device needs to measure both biological responses and environmental data. Nakayoshi et al. [28] investigate outdoor thermal physiology by deploying wearable sensors to record individual microclimate (temperature, humidity, wind speed and radiation) and psychological states (skin temperature, heart rate). Project ESUM [41] studies the impact of urban morphology on citizen’s social potential (e.g., perception). Environmental conditions (e.g., noise, temperature, illumination, air pollution) and skin conductance responses are recorded when participants walk around the city. Project CONVERGENCE [29] integrates low-power environmental sensors and biological sensors on wearables for new generations of human-machine interfaces and health-care and lifestyle applications.

In these personal environment sensing studies and applications, participants have to carry a set of sensors to collect environmental and biological data. The complexity and bulkiness of the sensing infrastructure may discourage user engagement and even induce bias for physiological studies. Note that biological or physiological parameters are commonly measured by wearables such as wristbands [41]. Therefore our work explores environment sensing on wearables to improve the compactness and usability of the sensing devices for environment-related physiological studies and personalized health advice and assistance applications.

2.3 Portable Air Pollution Sensing Devices

The need for crowdsourced and personal air pollution monitoring has fostered various portable air pollution sensing devices [3, 5, 18, 32, 34, 36, 48, 60]. Table 1 summarizes the target pollutants, sensor technologies, device usage, scenarios and applications of existing portable air pollution sensing devices. Mainstream COTS air pollution sensor technologies include metal oxide (MOX), electrochemical or optical approaches, where MOX sensors are...
the most popular for their small sizes [21]. MOX sensors are primarily used for monitoring gaseous pollutants such as CO, NO$_2$, O$_3$ and VOCs [5, 32, 36], while optical sensors are preferable for dust monitoring (e.g., PM$_{2.5}$, where PM stands for particulate matter, and PM$_{2.5}$ means fine particles with a diameter of 2.5 micrometers or less) [3, 60]. Sensing devices with MOX sensors vary in size depending on mechanical designs and functionalities, while platforms integrated with COTS electrochemical or optical sensors can only be handheld or attached to backpacks limited by the form factor of the sensors.

Some works focus on platform integration and qualitative validation. Common Sense [5] and CitiSense [32] design sensor nodes with wireless connection and interfaces for crowdsourced gas pollutant monitoring. AirSense [60] integrates dust sensors for personal PM$_{2.5}$ monitoring and conduct feasibility studies in various contexts. Other works investigate the reliability and accuracy of sensors and emphasize more on quantitative evaluation. Oletic et al. [34] conduct outdoor field tests for gas pollutant sensing. MyPart [48] is a wrist-worn PM$_{10}$ sensing device that works both indoors and outdoors with validated accuracy.

The closest to our work is [36], where the authors measure a set of gas pollutants (CO, CO$_2$, NO$_2$, O$_3$) using low-cost MOX sensors, calibrate and validate the sensor readings in both indoor and outdoor scenarios. W-Air is also an accurate, multi-gas sensing device that works both indoors and outdoors. However, W-Air primarily focuses on a wrist-worn setting, and identifies the human interference problem. We demonstrate that the human interference problem is generic for other sensor placement (e.g., attached to a belt or backpack), and propose effective calibration schemes to filter such interference. W-Air can also deal with insufficient and imbalanced data, which is important for sensor deployments in the wild, yet largely overlooked in previous studies.

2.4 Calibration of Gas Sensors

Although manufacturers had calibrated their products in labs, field testing and calibration are important for low-cost gas sensors to yield meaningful measurements. Low-cost gas sensors also drift over time and need periodic re-calibration.

Univariate linear regression techniques such as ordinary least squares [14] are commonly applied if the sensor is only sensitive to the target pollutant. If the gas sensor is also sensitive to other air pollutants, i.e., cross-sensitive, the sensor is usually accompanied by other sensors to form a sensor array [25]. Instead of calibrating each cross-sensitive sensor individually, researchers propose to jointly calibrate a sensor array via linear regression techniques [20, 25] or artificial neural networks [4, 45].

Previous gas sensor calibration research assumes the calibration is performed by professionals. For sensor platforms designed for unprofessional end users, it is crucial to involve minimal efforts from end users for calibration parameter training and updating. W-Air advances existing sensor array calibration research by (i) accounting for the non-linear interference from close human presence and (ii) leveraging multi-task and semi-supervised learning frameworks for sensor array calibration with limited and imbalanced training data.

3 MEASUREMENT STUDY

In this section, we show through field studies the human interference on the measurements of COTS MOX sensors. Such human interference imposes enormous errors when using compact gas sensors to monitor ambient atmospheric pollutants. We mainly focus our measurements study on O$_3$ for outdoor environments and CO$_2$ for indoor environments due to (i) their importance for air quality assessments and (ii) the availability of promising low-cost sensor technology.

3.1 Measurements

Despite laboratory and in-field calibration from manufacturers, it is still indispensible to conduct pre-deployment testing and calibration of low-cost gas sensors in the target environments [25]. Many existing portable air
pollution monitoring devices aim to measure coarse-grained air quality indices, and their measurements are not validated by highly accurate gas sensors [5, 18, 32]. Other works either perform data validation in chambers [3] or directly adopt calibration parameters from manufacturers [34]. MyPart [48] conducts in-field validation for customized dust sensors. In [36], the authors report low correlation of $O_3$ measurements between the metal oxide (MOX) gas sensors and the ground-truth, yet without in-depth investigations.

3.1.1 Measurement Settings. We deploy different sensors, depicted in Fig. 1, in different indoor and outdoor settings.

Locations. Outdoors we deploy the sensors on the roof of our academic building in the city-center and on a balcony in a residential area. Indoors the sensors are deployed either in an office environment, a living-room or a bed-room.

Low-cost sensors. The sensors are two low-cost MOX sensors, namely a MICS-OZ-47 $O_3$ sensor [43] and a CCS811 VOC sensor [2]. The two sensors are connected to the Thunderboard Sense [22], a compact multi-sensor development platform, that acts as a wearable device. Note that the MICS-OZ-47 $O_3$ sensor is only providing raw and uncalibrated analog-digital-converter (ADC) values and the CCS811 sensor already calibrated VOC concentration values within $[0,1187]$ ppb ($10^{-7}$%). Additionally we use the Si7021 temperature and relative humidity sensor to monitor environmental conditions.

Ground-truth. As ground-truth reference devices we use a SM-50 $O_3$ measurement unit [1] in outdoors environments and a Telaire 6713 CO$_2$ measurement unit [42] in indoor environments. The SM-50 sensor provides highly accurate ozone measurements within $[0,150]$ ppb, i.e., typical ambient outdoor concentrations. The Telaire 6713 measures typical indoor CO$_2$ concentrations within $[400,5000]$ ppm with high accuracy. Although it is conceivable to also integrate the Telaire 6713 into wearables due to its form factor, its power consumption of 125 mW is almost 10 times higher than the one of a MOX sensor.

Approach. We use the VOC readings to approximate the CO$_2$ concentration because the CCS811 VOC sensor is not directly measuring CO$_2$. This is a widely used approach of available low-cost CO$_2$ sensors due to the high correlation between VOC and CO$_2$ [16]. Furthermore, CO$_2$ is mainly used to assess indoor air quality [19]. The sensors on the wristband are sampled at 2 Hz, the $O_3$ reference sensor every 1 min and the CO$_2$ every 5 sec. Additionally we smooth the wristband sensor readings over a sliding window of 3 sec. We power all the sensors and collect their measurements using a laptop to ensure long-term measurements.

We use the measurements from the MOX sensors to reveal a major problem of state-of-the-art MOX gas sensors: human beings act as a VOC source due to emissions from the skin, clothes or respiration [53]. These VOC emissions can be detected by state-of-the-art MOX sensors and, therefore, interfere with the assessment of the ambient air quality. Related work has shown that the emissions are detectable up to 1 m away of a human being [12] and, thus, potentially affect typical wearable air quality monitors. Therefore, during the measurements with human interference a user is wearing the device while staying between 1.5 m and 2 m away from the reference sensors, depicted as $S_H$ in Fig. 1. We consider three popular ways of utilisation of wearable air quality monitors, namely (i) a wrist-band [48], (ii) attached to a belt [5] and (iii) attached to a backpack [3, 18], as shown in Fig. 2. Further, we place a second wearable device ($S_N$) next to the reference sensor to highlight that the human interference problem is in particular severe when the sensors are close to a human being.

3.1.2 Data Collection. We collected data consisting of approximately 100 hours each in indoor and outdoor environments distributed over 21 days between April and October, 2017. The measurements were conducted at different times during the day, e.g., morning, midday, afternoon, evening and night, and in various weather conditions, e.g., heavy and light rain, cloudy, sunny and windy. We collected both measurements with and without human presence. During human presence situations a user is wearing the wearable device in one of the three different usages shown in Fig. 2 and sitting or standing next to the corresponding reference device as indicated in

Fig. 1. Settings of measurement studies: sensors used for the measurement study (left); deployment of the MOX sensors and the reference (right).

Fig. 2. Different usages of W-Air: (a) worn as wrist-band, (b) attached to a belt and (c) a backpack

Fig. 1. The user is mainly reading or working with a laptop in both environments. In Sec. 7.1 we also investigate the impact of additional human activities. The episodes of measurements with human presence last between 15 and 120 minutes and account for a total of approximately 20 hours for each environment. During situations without human presence the sensors are placed next to each other without any human being present in the close-by vicinity. We only use O₃ reference measurements outdoors due to usually very low and short-lived concentrations indoors [19]. In fact, our O₃ reference sensor always reports 0 ppb when used indoors. The CO₂ references are only used indoors because CO₂ is not considered as a major air pollutant with direct and immediate effect on human beings in outdoor settings [50].

3.2 Observations

This subsection presents the key observations through measurements, which motivate the design of W-Air.

There is a clear impact on the measurements of the two MOX sensors caused by human interference (Fig. 3 and Fig. 4). Fig. 3 shows the measurements of the two MOX sensors outdoors when W-Air is used in three different settings, i.e., as a wrist band (Fig. 3a), attached to a belt (Fig. 3b) and to a backpack (Fig. 3c). The same impact is shown when the sensors are placed indoors in Fig. 4. For both environments and all three W-Air usages we observe the same behaviour of the measurements. In the absence of humans, the O₃ measurements (raw and uncalibrated ADC values within [0, 1]) and the VOC measurements (within [0, 1187]) of all the sensors vary moderately. This results is expected because the ground-truth O₃ and CO₂ remain constant within the short time periods. As soon as one person is equipping W-Air the readings of both MOX sensors (O₃ and VOC sensor S₁) close to the user immediately increase. In fact, in all cases the O₃ values increase between 15% and 40%
relative to the situation without any human presence. Note an increasing raw value is indicating a decreasing O$_3$ concentration [51]. The VOC values show peaks over 600 ppb outdoors and over 200 ppb indoors. Yet the usual VOC concentration measured during non human presence situations is below 100 ppb.

One explanation on such abnormal ambient O$_3$ and VOC measurements may be different VOC emissions:

- **Human skin emissions**: Human skin can emanate different VOCs, both from natural skin oils or from ingredients in cosmetic products [9, 53]. These emissions can further be magnified by their reaction with ambient O$_3$ [54]. Previous research [9] has identified the depletion of ozone while increasing certain organic components in simulated office environments due to the chemical reactions with skin oils.
- **Textile emissions:** The different skins oils and cosmetics are usually also found in clothing [38, 53], which constitute as a substantial VOC source. Again O₃ can also react with textiles and increases the VOC concentration while being decreased.
- **Human breath emissions:** Exhaled breath of human beings contains various different VOCs [7, 53]. In indoor environments these emissions can have an important impact on the overall air quality.

As a result during situations with human presence we generally observe an *(i)* increased VOC concentration and a *(ii)* decreased O₃ concentration. These changes are captured by the two MOX sensors. The O₃ sensor is not only measuring the decreasing O₃ concentration in outdoor environments but also the increasing VOC concentrations indoors where background ozone is usually very low. This is due to the typical cross-sensitivity of MOX sensors. Although the O₃ sensor is designed to be most sensitive to O₃ it is also sensitive to VOCs. Vice-versa the same behavior holds for the VOC sensor. This cross-sensitivity during human presence situations poses a substantial challenge to capture accurate air quality measurements.

The two MOX sensors approximately 2 m away are not affected and remain in the reasonable range, indicating no notable human interference. This is because the convective boundary layer of a standing person in quiet ambient air is within 1 m in diameter [12]. Human emissions from more than 1 m away can be ignored.

We conclude that state-of-the-art MOX sensors are prone to human interference due to their typical cross-sensitivities to VOCs [51] when used in typical wearable devices. In Sec. 7.1 we also discuss the impact of additional factors on this human interference, such as different human activities or weather situations.

### 4 EXPLORATORY CALIBRATION OF HUMAN INTERFERENCE

Human interference severely downgrades the accuracy of MOX gas sensors. Therefore, we investigate in this section how we can tackle the human interference problem by exploratory sensor calibration. A large body of existing research [14, 20, 25] shows that calibration of MOX-based air quality sensors is able to provide accurate and stable measurements during situations without human presence. Based on the measurements presented in Sec. 3.1 we investigate in this section the effectiveness of calibration methods during human presence situations.

#### 4.1 Methods

Most of the state-of-the-art calibration methods are either based on linear models, such as *Multiple Linear Regression* (MLS) [25], or non-linear models, such as *Artificial Neural Networks* (ANN) [45]. In general linear calibration models are preferred over non-linear ones due to *(i)* less vulnerability to over-fitting, *(ii)* lower computational complexity and *(iii)* reduced training dataset requirements. Non-linear models on the other hand are more suited for complex calibration problems and can in general, if trained successfully, achieve higher data quality. Therefore, we investigate the performance of MLS and ANNs when applied to our collected data. The ANN is based on a multilayer perceptron using two hidden layers with 100 and 10 neurons respectively.

In order to assess the performance of the models we use different metrics that are widely used in assessing the performance of air quality measurements [45, 47].

**Root-mean-square-error (RMSE).** The RMSE [47] value is a standard metric to assess the calibration error and is defined as follows

\[
RMSE = \left( \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2 \right)^{\frac{1}{2}},
\]

where \(\hat{y}_i\) are calibrated sensor measurements and \(y_i\) ground-truth measurements over a window of \(i = 1, \ldots, n\) samples.
Table 2. Calibration results for the two target pollutants applied to a linear calibration model (multiple least squares) with different inputs when sensors are not affected by human interference.

<table>
<thead>
<tr>
<th>Target</th>
<th>Method</th>
<th>Inputs</th>
<th>RMSE</th>
<th>RMSE$_{\sigma}$</th>
<th>$R^2$</th>
<th>$\beta_0 \pm t_{95%}$</th>
<th>$\beta_1 \pm t_{95%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_3$</td>
<td>Linear</td>
<td>$[O_3, T]$</td>
<td>7.4 ppb</td>
<td>1.5</td>
<td>0.78</td>
<td>0 ± 1</td>
<td>1 ± 0.04</td>
</tr>
<tr>
<td>$CO_2$</td>
<td>Linear</td>
<td>$[VOC, T]$</td>
<td>81 ppm</td>
<td>0.55</td>
<td>0.88</td>
<td>0 ± 11</td>
<td>1 ± 0.01</td>
</tr>
</tbody>
</table>

Standardized RMSE ($RMSE_\sigma$). In order to assess if our calibrated air quality measurements are of sufficient quality for a given application we adopt a standardized RMSE [47] defined as

$$RMSE_\sigma = \frac{\left(\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2\right)^{\frac{1}{2}}}{\sigma \cdot \left(\frac{1}{n} \sum_{i=1}^{n} (y_i)^2\right)^{\frac{1}{2}}} = \frac{RMSE}{\sigma \cdot RMS_y},$$

where $RMS_y$ is the root-mean-square value of the ground-truth $y$ and $\sigma$ is defined as a relative uncertainty measure for a specific pollutant. For instance, according to the air quality directive by the European Parliament [49], $\sigma = 0.15$ is required for $O_3$ measurements. To the best of our knowledge there is no $\sigma$ defined for $CO_2$, for simplicity we assume it is also $\sigma = 0.15$. The $RMSE_\sigma$ acts as a statistical parameter to assess the quality of the measurement. If $RMSE_\sigma \leq 1$ the measurements fulfill the air quality directive and can be used for accurate air quality measurements. In the case where $1 < RMSE_\sigma \leq 2$ the measurement quality is not in line with the air quality directive but might still be used for certain applications. For instance, the data quality allows indicative measurements, i.e., assessing the air quality in terms of pollution levels or an air quality index (AQI) [50]. The quality of the measurements is not sufficient for any application if $RMSE_\sigma > 2$.

Coefficient of determination $R^2$. The $R^2 \in [0, 1]$ value is a widely used metric to assess the amount of variance in the calibrated measurements that can be explained by the calibration model. Values close to 1 indicate a well-fitted calibration model.

Prediction confidence. A perfect calibration model is able to estimate the exact ground-truth measurements, i.e., $y_i = \hat{y}_i$. In reality this is rarely the case and the relationship between ground-truth and estimation can be formulated as $y_i = \beta_0 + \beta_1 \cdot \hat{y}_i$, where $\beta_0 = 0$ and $\beta_1 = 1$ for a perfect model. A intercept $\beta_0$ far from 0 indicates that predictions are systematically too low or too high and a slope $\beta_1$ far from 1 indicates overfitting [46]. We calculate $\beta_0$ and $\beta_1$ as well as their T-test 95% confidence intervals by fitting a simple least squares regression on the calibration prediction and the ground-truth measurements. This approach provides a statistical confidence on the model predictions.

Cross-validation. Finally, all the results are based on a 10-fold cross-validation on 2000 samples from our dataset described in Sec. 3.1. As input features we use different combinations of the two MOX sensor readings ($O_3$ and VOC) and the temperature measurements (T).

4.2 Observation

We first obtain a baseline calibration using only data from situations without any human presence. Such a baseline calibration is sometimes provided by the manufacturer for integrated circuit sensor solutions [43]. Table 2 summarizes the average metrics over all 10 folds when we use the linear MLS calibration technique in both environments. Outdoors we predict the $O_3$ concentration using the $O_3$ MOX and temperature sensor and indoors we predict the $CO_2$ concentration using the VOC MOX and temperature sensor. We observe that already a linear model achieves accurate results in both environments. The $RMSE_\sigma$ of approximately 1.5 for the $O_3$ calibration indicates that the measurements can be used for indicative air quality results. Recent studies also
Table 3. Calibration results for the two target pollutants applied to different methods and inputs during human interference.

<table>
<thead>
<tr>
<th>Target</th>
<th>Method</th>
<th>Inputs</th>
<th>RMSE</th>
<th>RMSE$_{\sigma}$</th>
<th>$R^2$</th>
<th>$\beta_0 \pm t_{95%}$</th>
<th>$\beta_1 \pm t_{95%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_3$</td>
<td>Linear</td>
<td>[O$_3$, T]</td>
<td>10.8 ppm</td>
<td>2.24</td>
<td>0.15</td>
<td>0 ± 9.9</td>
<td>1 ± 0.33</td>
</tr>
<tr>
<td>O$_3$</td>
<td>Linear</td>
<td>[O$_3$, VOC, T]</td>
<td>10.7 ppm</td>
<td>2.23</td>
<td>0.16</td>
<td>0.16 ± 9.8</td>
<td>0.99 ± 0.32</td>
</tr>
<tr>
<td>O$_3$</td>
<td>Non-Linear</td>
<td>[O$_3$, T]</td>
<td>3.9 ppm</td>
<td>0.81</td>
<td>0.89</td>
<td>0.7 ± 1.5</td>
<td>0.98 ± 0.05</td>
</tr>
<tr>
<td>O$_3$</td>
<td>Non-Linear</td>
<td>[O$_3$, VOC, T]</td>
<td>3.5 ppm</td>
<td>0.72</td>
<td>0.91</td>
<td>0.8 ± 1.3</td>
<td>0.98 ± 0.04</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>Linear</td>
<td>[VOC, T]</td>
<td>182 ppm</td>
<td>1.56</td>
<td>0.1</td>
<td>−395 ± 435</td>
<td>1.5 ± 0.6</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>Linear</td>
<td>[VOC, O$_3$, T]</td>
<td>135 ppm</td>
<td>1.17</td>
<td>0.49</td>
<td>1.1 ± 108</td>
<td>0.99 ± 0.14</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>Non-Linear</td>
<td>[VOC, T]</td>
<td>68 ppm</td>
<td>0.6</td>
<td>0.86</td>
<td>34 ± 39</td>
<td>0.95 ± 0.05</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>Non-Linear</td>
<td>[VOC, O$_3$, T]</td>
<td>44 ppm</td>
<td>0.38</td>
<td>0.94</td>
<td>16 ± 24</td>
<td>0.98 ± 0.03</td>
</tr>
</tbody>
</table>

Fig. 5. Exploratory sensor calibration during human interference using O$_3$, VOC and temperature sensor readings with: (a) linear calibration (multiple least squares [25]) outdoors; (b) non-linear calibration (artificial neural network [45]) outdoors; (c) linear calibration indoors; (d) non-linear calibration indoors.

show that the quality of low-cost O$_3$ sensor measurements can be improved to fulfill the air quality directive using more complex calibration models [45]. The CO$_2$ calibration performs even better with a RMSE$_{\sigma}$ of 0.55. These results have already been shown before in related work [20, 25, 45].

In a next step we investigate the calibration during human presence situations. The coherent changes in the measurements of co-located O$_3$ and VOC sensors when there is human interference lead us to explore joint calibration of O$_3$ and VOC measurements. Since we aim to perform calibration on resource-constrained wearable and mobile devices, a natural question arises which sensor measurements we use as inputs and what model complexity, e.g., linear versus non-linear, is necessary.

Table 3 presents the result of the calibration when using data during human presence situations. We compare the non-linear ANN calibration to the linear MLS one with different inputs. We observe that the linear model for both indoor and outdoor environments performs notably worse than during situations without human interference. The RMSE$_{\sigma}$ is in all cases above 1 and therefore not satisfying the data quality goals. Further, the $R^2$ values are in all cases below 0.5, indicating a poorly fitted model. This result is reflected in the scatter plots in Fig. 5a and Fig. 5c where we plot the predictions of the testing dataset of the 10th fold against the corresponding ground-truth. The X-axis and the Y-axis denote the calibrated and the ground-truth measurements respectively. The fitted model exhibits poor confidence, i.e., the regression line defined by $\beta_0 \pm t_{95\%}$ and $\beta_1 \pm t_{95\%}$. This result changes if we use a non-linear ANN calibration model. All metrics drastically improve and perform best when
Fig. 6. Work flow of W-Air. A sensor array consisting of a low-cost O\textsubscript{3}, VOC and temperature sensor is utilized to calibrate O\textsubscript{3} and CO\textsubscript{2} (estimated by VOC readings) concentrations. Calibration is based on neural networks and performed on a smartphone. The cloud server performs calibration parameter training and updating for different individuals to provide personalized calibration parameters and adapt to new environments.

we use all three sensor measurements as inputs. The RMSE\textsubscript{p} is below 1 and, thus, implying sufficient data quality. In Fig. 5b and Fig. 5d we also observe the improvement of the prediction confidence. The fitted model is close to the perfect fit with a significantly higher confidence compared to the linear model.

We conclude, that a non-linear neural network is able to compensate for the human interference and recover the true O\textsubscript{3} and CO\textsubscript{2} concentrations with low error and high confidence.

Summary. Emissions of human beings impose non-linear interference on ambient O\textsubscript{3} and VOC concentrations. The non-linearity might come from the fact that low-cost MOX sensors are optimized to work linearly within a limited concentration range. Sensors designed and calibrated for lightly polluted areas may suffer severe non-linearity in the high concentration range (due to human interference). At minimal, a non-linear calibration scheme that combines raw O\textsubscript{3} measurements, VOC measurements and environmental factors is indispensable to accurately calibrate the O\textsubscript{3} readings outdoors and CO\textsubscript{2} readings indoors. Despite previous work on non-linear calibration [4, 45] for static sensor arrays, an effective and efficient sensor array calibration for wearables is missing, which motivates the design of W-Air.

5 SYSTEM DESIGN

This section first presents the overview of W-Air and then elaborates on the calibration scheme with a focus on the techniques to improve the usability. Finally, we present the implementation of W-Air in Sec. 5.4.

5.1 Overview

As illustrated in Fig. 6, W-Air consists of (i) wristbands integrated with COTS air pollutant sensors; (ii) smartphones; and (iii) a cloud server. Users wear W-Air on wristbands, attach it to belts or to backpacks to measure raw O\textsubscript{3} and VOC concentrations as well as environmental factors such as temperature. They also carry smartphones, which calibrates the raw measurements to eliminate the human interference and other environmental factors to output accurate ambient O\textsubscript{3} concentration (outdoor) and CO\textsubscript{2} concentration (indoor). The cloud server communicates with W-Air clients and is responsible for calibration model training and updating.

There are two major functional components in W-Air: (i) neural network based calibration, and (ii) calibration training and updating. The core technique to filter the human interference and environmental factors (e.g., temperature) is the neural network (NN) based calibration scheme (Sec. 5.2). We explicitly distinguish the cases with and without the human interference for more effective calibration and design two separate neural networks for outdoor O\textsubscript{3} calibration and indoor CO\textsubscript{2} concentration calibration, respectively. For easy maintenance and usage, we apply a NN architecture with shared hidden layers for model training (Sec. 5.2) with fewer
W-Air stores two neural network models to calibrate O$_3$ and CO$_2$, respectively, but only runs one to output accurate O$_3$ concentration outdoors and CO$_2$ concentration indoors. This is because O$_3$ is one of the major air pollutants outdoors and the O$_3$ concentration is expected to be zero indoors [52]. Conversely, CO$_2$ is an important indicator for indoor air quality [44]. To detect whether a W-Air user is indoor or outdoor, any indoor/outdoor detection scheme applies [37, 57].

For brevity, the rest of this section mainly focuses on O$_3$ calibration. Model structure, training and updating for CO$_2$ calibration all follow the same principle and only differ in specific parameters.

5.2 Calibration Methods

As depicted in Sec. 3.2, a non-linear model e.g., a neural network (NN) that inputs O$_3$, VOC and temperature measurements is sufficient for accurate compensation of human interference. However, we argue that a naive neural network is challenging to apply for the following reasons. (i) A complete calibration scheme should operate both with and without human interference. (ii) An easy-to-use calibration scheme should involve little training effort. (iii) The calibration performance with and without human interference should be relatively accurate despite imbalanced training dataset sizes for the two cases. In the following, we assume the labels of the two cases (with or without human interference) are known a priori, and discuss the potential for automatic detection of human interference in Sec. 7.2.

There are three candidate NN architectures for calibration. Fig. 7 illustrates the architectures for O$_3$ calibration. The same architectures also apply for CO$_2$ calibration. An intuitive proposal is to adopt a unified NN that calibrates O$_3$ measurements for both cases, with human interference and without human interference (Fig. 7(a)). However, a unified, fully-connected NN model is vulnerable to imbalanced training data.

Imbalanced training data are common in practice because most sensor manufactures only perform generic calibration in laboratories. That is, the sensors are calibrated without human interference. Field calibration is necessary before the sensors can achieve the claimed accuracies [14, 20, 25]. However, end users are reluctant to collect sufficient measurements for field calibration (with human interference in our context). In this case, W-Air needs to train calibration parameters with limited samples with human interference.

Since the O$_3$ measurements behave differently with and without human interference, the calibration parameters for the two cases also differ notably. With an extremely imbalanced training dataset, a unified NN model tends to train the calibration parameters for human interference largely on the samples collected without human
interference. Alternatively, we can create two independent NNs for the cases with human interference and without human interference and train each NN separately (Fig. 7(b)). Nevertheless, this scheme may involve substantial training data for the two cases since the samples for human interference are of no help to train the NN for the case without human interference. Note that the calibration models for human interference and without human interference may share certain common features. Hence a more efficient architecture is to allow shared hidden layers for the two cases (Fig. 7(c)). By enabling data sharing between the two cases, samples for human interference will contribute to extracting the common features useful for calibration when there is no human interference. Consequently, the amount of training data necessary to train the calibration models for both cases will decrease. We evaluate the efficiency of the three NN architectures in detail in Sec. 6.2.

By default, we assign two hidden layers for architecture (a) and (b) with 100 neurons in the first layer and 10 neurons in the second layer. Architecture (c) is composed of 1 shared layer with 100 neurons and two additional separate layers with 10 neurons each. The cost functions of all architectures are to minimize the mean-squared-error (MSE) between the calibrated and ground-truth $O_3$ readings. We observed through extensive testing that these architecture setups achieve accurate and robust output values. Especially less than 10 neurons in the second layer has a negative effect on the calibration error. Also, we chose a relatively flat architecture because it is easier to train and less prone to overfitting than architectures with more hidden layers and neurons. We apply the same procedure to select the hyper-parameters in the NN for VOC (or equivalently CO$_2$) calibration.

5.3 Parameter Updating

For accurate calibration, it is essential to train the NNs on abundant and diverse data covering different environments. The optimal calibration parameters may differ for different environmental conditions (e.g., sunny versus rainy weather). Additionally, the optimal calibration parameters for each user can also differ because the living environments of users may notably differ. Therefore it is important to tune the NNs to adapt to the actual target environments. Given sufficient labelled measurements from the target environments, the calibration parameters can be trivially updated by retraining the NNs adding the newly labelled measurements. Here a labelled measurement refers to a tuple of VOC, $O_3$ and temperature together with the true $O_3$ value (i.e., the label). However, it is cumbersome, if not impossible for users to label the new $O_3$ measurements collected from his/her own living environments for W-Air to learn and update the calibration parameters. This is because the calibration is a regression problem, and users need to carry a highly reliable reference $O_3$ sensor to label the ground-truth $O_3$ concentration, which is impractical in our application scenarios.

To allow W-Air to adapt to new environments, we harness the paradigm of semi-supervised learning, where “unlabelled” (without ground-truth) data are used to improve the accuracy of learning models [59]. In W-Air, we apply COREG [58], a co-training style semi-supervised regression framework to update the calibration models with unlabelled gas measurements. Co-training operates by running two regressors iteratively [59]. The two regressors assign pseudo-labels to each unlabelled sample, and the pseudo-label with higher confidence is used to retrain and improve the performances of both regressors. COREG [58] utilizes two k Nearest Neighbour (kNN) regressors for co-training. The effectiveness of the co-training is fulfilled by using different distance metrics and the number of nearest neighbours (i.e., k) for the two kNNs. After assigning the unlabelled samples using the kNNs, any regressor can be constructed based on the extended (containing both labelled and pseudo-labelled samples) training set to improve regression accuracy.

Fig. 8 illustrates the work flow of COREG in the context of W-Air. Initially, two kNNs (kNN$_1$ and kNN$_2$) are trained using the labelled sets $L_1$ and $L_2$, respectively. In each iteration, an unlabelled sample ($<$VOC, $O_3$, $T$>) is assigned a pseudo-label (calibrated $O_3$) by kNN$_1$ (kNN$_2$), and the most confident pseudo-labelled sample (calculated based on MSE, see [58] for details) is moved to $L_2$ ($L_1$) to retrain kNN$_2$ (kNN$_1$). The outputs of COREG are two extended training sets $L_1$ and $L_2$, where two NNs are constructed. A new testing sample will be calibrated...
by the two NNs, and the final calibration result is the average of the outputs of the two NNs. Note that the co-training framework is applied for W-Air to adapt to different environments and is performed for both human interference and without human interference.

5.4 Implementation

This subsection describes the implementation of W-Air.

5.4.1 Hardware. We integrate two mainstream COTS MOX sensors, a MICS-OZ-47 and a CCS811, into a Thunderboard Sense development platform (see Fig. 2). Note that W-Air serves as a proof-of-concept for demonstrating and eliminating the human interference problem. More compact mechanical designs are out of the scope of this paper. Further, we use the on-board Si7210 temperature and relative humidity sensors. By default, the MOX gas sensors and the temperature sensor sample at 2 Hz when turned on. The Thunderboard Sense provides a GATT-Server data architecture to provide raw sensor measurements via Bluetooth LE.

We use a Motorola Nexus 6 smartphone featuring a 2.7 GHz quad-core CPU, 3 GB of RAM and a 3220 mAh battery, running Android 7.0 OS for calibration. The smartphone communicates with the wristband via Bluetooth. A Lenovo Thinkpad T440p featuring a 2.5 GHz octa-core CPU, 16 GB RAM and running Ubuntu 16.04 serves as the cloud server for calibration model training and updating.

5.4.2 Software. We apply an indoor/outdoor inference scheme similar to [57] to trigger the corresponding neural network for outdoor O3 calibration and indoor CO2 calibration. We implement the indoor/outdoor inference and the calibration scheme in python. The neural networks are implemented using Tensorflow, an open-source machine learning library by Google [11]. We train the indoor/outdoor classifier and the calibration model on the cloud server. The final classifiers and calibration networks are exported and integrated into an Android application. Tensorflow facilitates updating of the neural networks after the initial application installation. Thus, re-training can be done on the cloud server and seamlessly exchanged in the application of a user without recompilation.

6 EVALUATION

In this section we thoroughly evaluate the overall calibration performance of our NN-based approach (Sec. 6.1), the benefits of using a NN structure with a shared layer (Sec. 6.2) and the effectiveness of semi-supervised model updating (Sec. 6.3).
Table 4. Overall calibration errors denoted as RMSE (RMSE$\sigma$) of a linear baseline calibration \cite{25} and our NN-based approach.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Test Case</th>
<th>Baseline</th>
<th>NN-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outdoor (O$_3$)</td>
<td>No Human Interference</td>
<td>10 ppb (2.0)</td>
<td>4.3 ppb (0.86)</td>
</tr>
<tr>
<td></td>
<td>With Human Interference</td>
<td>16.8 ppb (3.7)</td>
<td>4.3 ppb (0.94)</td>
</tr>
<tr>
<td>Indoor (CO$_2$)</td>
<td>No Human Interference</td>
<td>177 ppm (1.5)</td>
<td>64 ppm (0.57)</td>
</tr>
<tr>
<td></td>
<td>With Human Interference</td>
<td>325 ppm (2.3)</td>
<td>38 ppm (0.29)</td>
</tr>
</tbody>
</table>

6.1 Overall Calibration Performance

We first show the overall performance of our NN-based calibration and its advantage over a naive baseline, \textit{i.e.}, a typical calibration provided by sensor manufacturers \cite{43}. The dataset is based on the measurements described in Sec. 3.1, \textit{i.e.}, we calibrate the W-Air measurements to the ground-truth measurements provided by the two reference sensors. The RMSE and its standardized version RMSE$\sigma$ as described in Sec. 4.1 are used to assess the performance of the calibration. As a baseline we construct a linear model that calibrates the raw O$_3$ (VOC) sensor and temperature measurements to the actual ground-truth O$_3$ (CO$_2$) concentration when there is no human interference. This baseline is first trained on 1000 samples when there is no human presence. Finally the baseline is tested on 10000 samples each for both cases, \textit{i.e.}, with and without human interference, and the errors shown in Table 4. The testing dataset includes measurements from various locations and times as described in Sec. 3. The baseline performs well for measurements without human interference with an error that is acceptable for indicative measurements. However during situations with human interference the error is notably higher and the RMSE$\sigma$ is larger than 2 for both CO$_2$ and O$_3$. Thus, these calibrated measurements are not usable for any conclusions about the actual air pollution. When applying our non-linear NN-based calibration (shared layer architecture trained with 1000 samples for each case) we achieve the best performance for both cases and both pollutants with a RMSE of 4.3 ppb for O$_3$ measurements and 64 ppm for CO$_2$ measurements. In addition, we achieve a RMSE$\sigma < 1$ for both pollutants.

In conclusion, our NN-based approach is able to infer the true ambient O$_3$ and CO$_2$ concentration during situations with and without human interference with an accuracy that is sufficient for personal air pollution monitoring.

6.2 Effectiveness of NN Architecture

6.2.1 Settings. In this section we evaluate the effectiveness of our NN-based calibration. We make again use of the measurements described in Sec. 3.1. The following results are based on a 10-fold cross-validation and evaluated on the RMSE$\sigma$. We evaluate the calibration accuracy of the three NN architectures (see Sec. 5.2) using both balanced and imbalanced training sets in sequel.

6.2.2 Calibration Performance Using Balanced Training Sets. We first investigate the calibration performance if we have the equal amount of training samples (balanced training sets) for both cases, \textit{i.e.}, case 1 with human interference and case 2 without. Fig. 9a and Fig. 9c depicts the calibration performance averaged for human interference and without human interference using balanced training sets for O$_3$ outdoors and CO$_2$ indoors respectively. As expected with more training samples, the calibration errors for all the three NN architectures gradually decreases. We observe that two independent NNs perform in average better than a single unified NN when trained with few samples, indicating the necessity to distinguish the two cases. By allowing data sharing between the two cases, \textit{i.e.}, using a NN with a shared layer, the calibration error can be additionally decreased. W-Air achieves an up to 10\% lower error for both O$_3$ and for CO$_2$ than the two independent NNs using the same
amount of training data. For training datasets with more than 500 samples both structures perform equally. Thus, our NN approach with a shared layer is particularly helpful when available training data is limited.

6.2.3 Calibration Performance Using Imbalanced Training Sets. Due to the diversity in user lifestyles, users are likely to collect different proportions of measurements with and without human interference. Note that we do not assume users always wear W-Air to take measurements. Users may utilize W-Air as a static air pollution sensor when not wearing it. Hence it is crucial that W-Air still works both with and without human interference, even when trained by imbalanced data.

Fig. 9b and Fig. 9d plot the average calibration errors using a fixed 1000 training samples with varying numbers of measurements with human interference for outdoors and indoors respectively. We choose a total of 1000 samples for training because roughly 500 samples are needed to successfully train a well-performing NN for one case (see Fig. 9a and Fig. 9c). The results show that the shared layer architecture always yields lower calibration errors, up to 8% outdoors and 12% indoors. This finding highlights the benefit of using a shared layer. We can exploit training samples from one case to train the other case due to common features modeled within the shared layer.

Fig. 10 further depicts the calibration errors using imbalanced training sets for the two cases separately. We again observe that the shared layer architecture is usually most efficient when using small amounts of training...
Fig. 10. Calibration errors with (a) human interference and (b) without human interference using imbalanced training sets for outdoor O$_3$ measurements. The same evaluation for indoor CO$_2$ measurements is presented in (c) and (d) respectively.

Table 5. Calibration errors denoted as RMSE (RMSE$_\sigma$) for different users.

<table>
<thead>
<tr>
<th></th>
<th>User 1</th>
<th>User 2</th>
<th>User 3</th>
<th>User 4</th>
<th>User 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_3$ outdoors</td>
<td>6 ppb (0.83)</td>
<td>4.5 ppb (0.81)</td>
<td>14.3 ppb (3.8)</td>
<td>12 ppb (2.85)</td>
<td>7.3 ppb (1.86)</td>
</tr>
<tr>
<td>CO$_2$ indoors</td>
<td>28.8 ppm (0.29)</td>
<td>115 ppm (1.5)</td>
<td>32 ppm (0.37)</td>
<td>40 ppm (0.47)</td>
<td>38 ppm (0.41)</td>
</tr>
</tbody>
</table>

data. With larger amounts of training data the three different NN architectures perform similar. An interesting observation is the almost identical performance of the shared layer and the independent NN architecture for case 2 indoors. Already a few samples suffice to provide accurate data with an RMSE$_\sigma$ < 0.5. This is due to the strong correlation between the VOC measurements and the ground-truth CO$_2$ concentration during non-human interference situations.

6.2.4 Robustness to Different Users. The effect of human interference depends on the amount of VOC a user emits. Thus, we investigate the calibration accuracy of different users. Five different users, 4 male (user 1 to 4) and 1 female, additionally recorded between 10 and 15 min of data each outdoors and indoors. The users are wearing W-Air on their wrist while standing or sitting close to a reference sensor as illustrated in Fig. 1. We train a calibration NN with the measurements from Sec. 3 recorded by user 1 with 1000 samples for each case and finally test on all the data from the four remaining users. Table 5 summarizes the resulting errors for each user. For outdoor measurements we observe notable differences between the users. Especially the measurements of

user 3 and 4 suffer from a substantial error that makes it impossible to draw reliable conclusions about their personal exposure to air pollution. A similar behavior we observe indoors for user 2. While all other users achieve accurate results, the results of user 2 suffer from a substantial error that is almost three times higher than the one of the other users. The reason for this behavior are notable differences of the measurements between the different users. This indicates that the human interference can differ between multiple users. We believe that the individual calibration accuracy can be improved by performing per-person training for each user.

6.3 Effectiveness of Semi-supervised Updating

6.3.1 Settings. The two NNs (i.e., $\text{NN}_1$ and $\text{NN}_2$ in Fig. 8) are based on the shared layer architecture (c) with 100 and 10 neurons each in the hidden layers as used before. For each environment, i.e., indoor and outdoor, we use separate NNs. In order to evaluate the performance of the semi-supervised updating on adapting to new situations, we split our dataset into 12 different distinct situations. Outdoors we distinguish eight different situations based on time and weather conditions because these two factors are the main influences that affect the ambient $\text{O}_3$ concentration. For the remaining 4 indoor situations we distinguish between different air quality levels based on the $\text{CO}_2$ concentration. Table 6 summarizes the different conditions for the twelve situations (a) to (l). We apply a leave-one-out validation with these situations by performing supervised learning on seven outdoor situations. Semi-supervised learning and testing is performed on the remaining situation for all eight possible combinations for the outdoor situations. Equally we apply the leave-one-out validation with the four indoor situations, but added 10% of data from the left-out situation to the training data. This approach shows
Table 6. Different situations used for semi-supervised updating with their relative improvement compared to a baseline and the average number of unlabelled samples added based on the COREG results.

<table>
<thead>
<tr>
<th>Situation (outdoor)</th>
<th>Time, Weather</th>
<th>Improvement Case 1</th>
<th>Improvement Case 2</th>
<th># Samples added Case 1</th>
<th># Samples added Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) April, afternoon, rain</td>
<td>25.1%</td>
<td>13.5%</td>
<td>58</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>(b) April, night, cloudy</td>
<td>22.1%</td>
<td>36.1%</td>
<td>68</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>(c) April, afternoon, sunny and windy</td>
<td>44.4%</td>
<td>11.5%</td>
<td>86</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>(d) April, morning, sunny</td>
<td>27.8%</td>
<td>51.2%</td>
<td>20</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>(e) April, morning, light rain</td>
<td>-7.5%</td>
<td>30.7%</td>
<td>25</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>(f) June, afternoon, sunny and hot</td>
<td>26.9%</td>
<td>0.5%</td>
<td>96</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>(g) June, night, sunny and hot</td>
<td>20.1%</td>
<td>11.0%</td>
<td>56</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td>(h) August, afternoon , hot and windy</td>
<td>25.4%</td>
<td>14.4%</td>
<td>55</td>
<td>57</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Situation (indoor)</th>
<th>CO₂ concentration</th>
<th>Improvement Case 1</th>
<th>Improvement Case 2</th>
<th># Samples added Case 1</th>
<th># Samples added Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) low (400-600 ppm)</td>
<td>12.3%</td>
<td>8.2%</td>
<td>96</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>(j) low-medium (600-750 ppm)</td>
<td>23.3%</td>
<td>3.1%</td>
<td>85</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td>(k) medium (750-850 ppm)</td>
<td>7.2%</td>
<td>16.4%</td>
<td>90</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td>(l) high (850-1000 ppm)</td>
<td>22.9%</td>
<td>2.8%</td>
<td>94</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>19.6%</td>
<td>18.4%</td>
<td>69</td>
<td>58</td>
<td></td>
</tr>
</tbody>
</table>

that the COREG algorithm is able to improve a model that is trained on a dataset with lack of data for certain ground-truth data ranges.

We compare the performance of our semi-supervised learning to a baseline approach, i.e., the testing error using only the supervised model. Further, we compute a lower bound for the error by adding the unlabelled data to the training set including the true labels. We use 750 samples for each case, with and without human interference, as labelled data for training, and a pool of 500 unlabelled samples for the semi-supervised COREG algorithm. The error is tested on 300 different samples of testing data. The evaluation is finally performed on 10 different pools of labelled and unlabelled data.

6.3.2 Performance. Semi-supervised learning is able to improve the calibration error in all but one situation. Fig. 11a and Fig. 11c shows the RMSE, for the eight outdoor situations for case 1, with human interference, and case 2, without human interference, respectively. The same results are shown in Fig. 11b and Fig. 11d for the four indoor situations. The improvement is between 0.5% and 51% and in average about 19.6% and 18.4% for case 1 and case 2 respectively, as summarized in Table 6. Only in situation (e) the semi-supervised updating resulted in a degradation of the accuracy of 7.5% for the case with human interference. The reason might be that this situation is too different from the other situations in terms of measurements. The COREG was in fact able to label only 25 unlabelled samples, which is notably below the average of 69 unlabelled samples. Further, we see that for certain situations the lower error bound is significantly lower than the error of the semi-supervised approach. Especially in outdoor situations we observe the need to adapt our calibration model to new situations.

It is in general challenging to adapt a model to an unfamiliar situation. Especially in outdoor situations the model can be further improved. Thus, it will be important to also exploit supervised calibration methods, e.g., by exploiting opportunistic calibration with other devices [26, 40] or static reference sensors [13, 14]. We believe
that a combination of semi-supervised and supervised calibration methods will improve the overall accuracy of W-Air.

7 DISCUSSIONS AND FUTURE WORKS

This section discusses the limitations and future improvements of W-Air.

7.1 Impact of User Context

7.1.1 Environmental Conditions. Environmental conditions have not only an effect on the air pollution but also on the intensity of the human interference. Especially for different weather conditions in outdoor environments we observed different human interference behaviors. For instance, our W-Air device measured an average VOC concentrations of 130 ppb during human interference situations in July and only 35 ppb in October. While the average ground-truth O$_3$ concentration during both months barely differed with 44 ppb in July and 42 ppb in October, the weather conditions showed notable differences. The temperature was around 28° C in July without any rain and 18° C in October with multiple rain periods.

This dependency of the human interference on environmental conditions poses a substantial challenge for our W-Air system. We need to train the calibration model with data from various environmental conditions in order to provide accurate measurements during these conditions. This is possible by exploiting semi-supervised updating as we show in Sec. 6.3. To further improve the measurement accuracy it will also be important to incorporate supervised techniques such as opportunistic calibration [26, 40].

7.1.2 Activities. The current activity of a user is known to be an interfering factor for high data quality in wearable sensing [13, 24]. In order to exclude those influences in our evaluation we only considered situations with the user either sitting, standing or doing office-work. Other daily activities, such as walking, running or exercising can in fact have an additional impact on the sensor readings, i.e., an increased intensity of the human interference problem. In Fig. 12 we investigate the impact of walking on the sensor data. We observe that as soon as the user starts to walk the VOC sensor measurements increase and the O$_3$ sensor measurements decrease. As we show in the measurement study in Fig. 3, this is the typical behavior of the human interference problem. The impact of walking diminishes again as soon as the user stops walking around 2:30 min. The reason for this behavior might be the consequence of the increased air flow over the sensing layer and, thus, the two gas sensors react differently. We also observe this behavior when using W-Air in the wrist and belt setting, as well as in outdoor environments.
Consequently not only the VOC emissions of a user but also its different activities, especially mobility [13], can interfere with the sensor readings. In a first step of possible future work it will be important to thoroughly study the impact of human activities on the air quality measurements of our W-Air system. In a second step it is equally important to adapt and expand our sensor calibration by also incorporating different human activities.

7.2 Automatic Detection of Human Interference

The distinctive characteristics of the human interference (Sec. 3.2) lead us to distinguish between the cases with and without human interference. In this work, we assume the knowledge of whether there is human interference is known in advance. Autonomous human interference detection is feasible by leveraging additional sensors of the wearable device. We can use accelerometers to detect movements or a switch that closes a circuit when one clips on the wristband.

Some pioneer studies have integrated proximity sensors into watchbands for wrist gesture input [10], which can also be applied to detect whether a wristband or a smart-watch is worn by the user. Autonomous human interference detection will further reduce the overhead for users to label new measurements to update the calibration parameters.

7.3 System Performance

Energy and delay are two crucial factors for practical wearable systems. The most energy-hungry components of W-Air are the two MOX based gas sensors. We measure an average current draw of 50 mA when turning both gas sensors on. Continuously powering the gas sensors will drain a standard 250 mAh coin cell battery within 5 hours and, thus, would limit usability to a great extent. One future direction to improve the energy efficiency of W-Air is to duty-cycle the gas sensors in undesired situations. For instance, the average current draw of the VOC sensor integrated in W-Air drops to 0.7 mA with a duty-cycle of 60 s. However, long duty-cycles also cause slower response time and lower sensitivity of the sensor [2].

In terms of delay, the most computational and time intensive task of W-Air is the NN-based calibration. The majority of the delay is induced by the feature extraction, namely a 3 sec smoothing window for the sensor measurements. Running the neural network to output the final calibrated concentrations takes negligible time (around 5 ms). However, there is a delay of around one minute when first turning on the gas sensors before they work in a stable state. During this warm-up time W-Air is not providing accurate measurements. In a duty-cycling scenario the trade-off between energy efficiency and warm-up delay needs to be carefully evaluated. We also envision the one-shot delay due to the warm-up time of the gas sensors will be notably reduced by the rapid development of sensor technologies.

8 CONCLUSION

In this work, we propose W-Air, an accurate personal multi-pollutant monitoring platform for wearable devices. We identify the human interference problem when integrating low-cost MOX gas sensors into wearable platforms such as wrist-worn, attached to belts or backpacks, which is largely overlooked in previous research. We propose a partitioned neural network based sensor array calibration scheme to eliminate the non-linear human interference on ambient outdoor O$_3$ measurements and indoor CO$_2$ measurements. The architecture of the calibration model is carefully devised to reduce training efforts and facilitate parameter updating with little human intervene. We prototype W-Air on a wristband with low-cost COTS gas sensors. Evaluations show that W-Air is able to yield accurate ambient O$_3$ and CO$_2$ measurements whether there is human interference. It can also learn from unlabelled measurements and adapt to unfamiliar circumstances by exploiting semi-supervised learning.
Future directions include (i) more thorough investigations how user context and activities affect the human interference problem, (ii) combining W-Air with state-of-the-art health and fitness trackers to explore correlations between air pollution and wellbeing of a user and (iii) large-scale deployments for extensive user-studies.
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